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Recap…

• Input: a fixed number of frames, Output: a class 
label

Two-stream CNNs

• 1 frame RGB + 10 frames 
of optical flow

3-D XYT CNNs

• 15~99 frames (RGB + Flow)

• Facebook C3D, Google I3D

[Carreira and Zisserman, 2017]

Sequential models RNNs

• model ‘sequences’ of per-frame CNN 
representations (RGB/3D Poses)

[J. Ng et al., 2015]

Action

Popular Action Recognition Frameworks



Recap…

• Inflation
• Bottleneck
• Concept of inception

Handling space-time together with asymmetric operations



Recap…

 Rigid spatio-temporal kernels 
limiting them to capture subtle 
motion

 No specific operations to help 
disambiguate similarity in actions.

 3D (XYT) CNNs are not view-
adaptive.

Limitations of I3D



Outline: Attention Mechanism

• Introduction to Attention Mechanism

• Hard Vs Soft Attention

• Soft Attention Mechanism based Framework
• Spatial Transformer Network

• Self-Attention

• Visual Attention for Action Recognition



Introduction to Attention Mechanism



Introduction to Attention Mechanism

Do you need the whole image to
classify that the object in this image
is a bird?

bird
Focus in the Spatial space is required!



Do we need them all?

 The girl is drinking water
from a bottle

 Do you really need the
whole video to infer that?



Do we need them all?

 Isn’t this enough for an
inference?

Focus in the Spatial space is required!



Do we need them all?

 Can you recognize this action?

Wearing or taking off shoes



Do we need them all?

 Now probably you can
answer!!!

 For videos, focus along the
temporal space is also
important.



Attention Mechanism



Attention Mechanism

Attention mechanism

Hard attention Soft attention

• Hard decisions while choosing parts of the 
input data.

• Cannot be learned easily through gradient 
decent (no global optimization).

• Weighs the RoI dynamically, taking the entire 
input into account.

• Can be trained end-to-end (global 
optimization). 



Solving image captioning



Solving image captioning with attention



Solving image captioning with attention



Solving image captioning with attention



Solving image captioning with attention



Solving image captioning with attention



Hard vs Soft attention!



Soft Attention



Hard Attention



Few Popular Attention Mechanisms

• Spatial Transformer Network (STN)

• Self-Attention

• Visual Attention for Action Recognition



Spatial Transformer Network (STN)
Motivation



Spatial Transformer Network (STN)

Properties of STNs -

Components of STN -

1. Localisation Network
2. Grid Generator
3. Sampler



Spatial Transformer Network (STN)



Results from STN



Self-Attention

Self-attention, also known as intra-attention, is an attention mechanism relating different 
positions of a single sequence in order to compute a representation of the same sequence. It 
has been shown to be very useful in machine reading, abstractive summarization, or image 
description generation.



Self-Attention



Self-Attention



Self-Attention



Visual Attention for Action Recognition

At every time step, predict the next important region in the feature map



Example videos of soft-attention for Action 
Recognition in the state-of-the-art

Sharma et al., (ICLRW 2015)



Example videos of soft-attention for Action 
Recognition in the state-of-the-art

Xiaong et al., (AAAI 2018)



Conclusion

• Attention Mechanism is still an open research problem with issues 
like
• How to incorporate attention in earlier layers?

• How to adapt STN for videos?

• How to speculate attention for future events to occur????



Other important topics not covered!

• Cross-view Action Recognition

• Action Detection

• Weakly supervised Action Detection

• Domain adaptation for cross-data Action Recognition
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Thanks ….
All the best for the final Presentation!
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