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An Efficient Polling MAC for Wireless LANSs

Oran Sharon and Eitan Altman

Abstract—Polling schemes are an important class of medium do not have packets to transmit, thus unnecessarily delaying the
access control (MAC) protocols for wireless local area networks stations with packets. However, for fairness reasons, every sta-
(WLANS). A major drawback of these schemes is their inefficiency tjon myst be polled in order to enable it to transmit when it has

when only a small number of mobile stations have packets to kets. The ab delay i dofthe t
transmit. This inefficiency is due to the polling of mobile stations packets. The above unnecessary delay IS Composed ot the trans-

with no packets to transmit, which delays the transmissions of Mission times of the polling/response packets, the processing
mobile stations with packets. In this paper, we suggest a new and turnaround times in the stations and the BS, and the propa-
polling MAC which exploits the capture phenomena and enables gation delays.

simultaneous polling and transmissions of information packets. In this paper, we assume a static cell, i.e., mobile stations al-

Mathematical analysis and simulation results show that the new bel ¢ Il onlv. A le f h ;
MAC overcomes the above inefficiency considerably, and thus itis Wa&yS P€long to one cell only. An eéxamplie for Ssuch a system

more efficient in the sense that it enables higher throughput and a arises in aroom where one server (the BS) serves several clients
lower access delay. For example, we show scenarios in which the(mobiles), e.g., classrooms, study rooms, libraries, etc., where
average access delay is reduced by about 30% and the throughputthe BS serves as an exit/entrance point to outside servers or

increases by 66%—75%. information bases. Moreover, we assume that stations transmit
Index Terms—Capture phenomena, MAC protocols, polling only while at a fixed location (portable). The main motivation
schemes, wireless LANSs. for a WLAN in such an environment is safety. For example, in a

classroom full of children, where computers can be located all
over the class, including the middle section, using cable LANs
) ) such as Ethernet can result in dangerous obstacles. A WAN is
POLL'NG schemes are an important class of medium ag-so|ution to such a problem. Also, there are some convenience
cess control (MAC) protocols for cell-based wireless locglynsiderations—not having to route cables, plug connectors to-
area networks (WLANS) [1]-[4]. A cell is composed of a bas@ether, etc. is seen as a significant advantage.
station (BS) and several mobile stations (for short, we will only \ye propose a polling scheme that overcomes the inefficiency
use the ternstationg. When a polling MAC is used in a cell, gncountered when only part of the stations have packets to
the BS polls the stations for transmissions. Polling MAC prot@ransmit by taking advantage of the well-known capture phe-
cols have advantages both in physical aspects and in the servig§$.ena in radio channels [6]-[9]. In the scheme, stations with
they enable. On one hand, in polling MAC protocols, itis knowBackets can transmit continuously in a Round Robin fashion,
which station is transmitting, thus helping the BS to overcomgyjje simultaneously the stations without packets are polled
the fading and inter-symbol interference phenomena, which agfind out if any of them received packets, and thus shall be
a source for transmission impairments when radio channels g{§ded in the transmission cycle. The idea behind the scheme
used. Thisis done by the BS using a special adaptive array of @hmat stations respond to the polling packets from the BS by a
tenna elements which are directed toward the transmitting Mpsnsmission of a low signal, while the information packets are
bile [3]. On the other hand, with contention-free transmissioRgnsmitted by a strong signal. Due to the capture phenomena,
under a polling MAC, it is possible to guarantee quality of Sefhe BS can successfully receive information packets together
vice (QosS) parameters such as delay, delay jitter, and bandwiglfith responses to its polling packets. Also, notice that since we
to applications that need these QoS characteristics. assume that such a WLAN is located inside a room, there is no
The simplest polling scheme is when the BS polls every stgrerference between networks operating in adjacent rooms.
tion in sequence and checks if it has packet(s) to transmit. Thisg protocol also uses some mechanisms proposed in the
scheme has two major drawbacks. The first is related to the mgeg 802.11 MAC protocol [4], which we list below. In the
bility of stations, which prohibits the BS from always knowingegg 802.11 MAC, two modes of operations are possible: con-
which stations are under its coverage. The other drawback is#&ntion and contention-free. The standard suggests transmis-
lated to the situation in which only a small number of stationgons in alternating periods, i.e., contention periods separated
have packets to transmit [5]. Since the BS polls every stationb'g, contention-free periods.
can happen that many stations are polled only to learn that they, the contention-based mode of operation, stations use
the CSMA/CA MAC protocol. This MAC is used for the
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by IEEE/ACM TRANSACTIONS ONNETWORKING Editor M. Ammar. This paper . . .
was presented in part at the HPCS Conference, Chalkediky, Greece, June 1§§7¢0mr0| packets by which stations get associated/de-asso-
0. Sharon is with the Department of Mathematics, Haifa University, Haifgiated with the BS of the cell. The association with the BS is
Israel (e-mail: oran@mathcs1l.haifaac.i). required before any transmission of information packets. In the
E. Altman is with INRIA BP93, 06902 Sophia Antipolis Cedex, Francq, o nion-free mode of operation, the stations transmit by a
(e-mail: Eitan.Altman@sophia.inria.fr). )
Publisher Item Identifier S 1063-6692(01)06850-9. polling MAC where the BS polls the stations for transmissions.

I. INTRODUCTION

1063-6692/01$10.00 © 2001 IEEE



440 IEEE/ACM TRANSACTIONS ON NETWORKING, VOL. 9, NO. 4, AUGUST 2001

room { library, classroom etc. )

Mobile
O o stations @
O o/
o) r BS e
O
Upstream li Downstream link
© &) ©
~—
O o Fig. 2. Example of stations in the System ring.
Fig. 1. System model. stream link. The two links are independent. Stations do not hear

any transmissions on the Upstream link, and so do not hear any

The BS knows about all the stations under its coverage by ti@nsmissions from the other stations. In other words, they only
association procedure. hear transmissions arriving from the BS on the Downstream
During the operation of the polling MAC, the BS transmitdnk. The stations share the Upstream link, and in the current
packets to the stations that can have several functions; a padi@Rer, we propose a new polling based MAC protocol that co-
can simultaneously contain information, an acknow|edgmentQ6dinates the transmissions among the stations on this link. This
a previously transmitting station, and at the same time it can afgnario is again typical in a library, e.g., where readers do not
contain a poll query to some other station. In our new protocgiommunicate among themselves but only with the BS for out-
we also assume that the BS maintains a list of stations to p8le communication.
and also transmits packets with multiple functions. Let 7 be the maximum propagation delay in the system, i.e.,
As mentioned, we assume in this paper a static communitytf propagation delay between the far most station to the BS. In
stations in a cell. However, our new MAC can easily be incorp@ur MAC, we assume that is bounded and that the minimum
rated in a scheme by which stations associate with the BS wHegnsmission time of an information packet is at lelzstNotice
entering the cell and de-associate when leaving the cell. A p&at since our proposed MAC is designed for a cell, it is reason-
sible way to accomplish this is to use alternating contention aflle to assume that the distances from the stations to the BS are
contention-free periods as proposed in the IEEE 802.11 MA®unded and predictable, andsgan be bounded (at least by
standard. Thus, in the context of the IEEE 802.11 standard, #é&tandard, as it is the case in Ethernet networks [10]).
suggest an improvement to the polling MAC the is used duringAs will become clear later, our MAC is based on the cap-
the contention-free periods. ture phenomena. In this phenomena, a receiver—in our case the
The rest of the paper is organized as follows. In Section BS—can receive successfully the transmission of one station,
we define the system model. In Section 11, we describe our néWhich transmits with a strong signal, even in the presence of a
MAC, referred to as simultaneous transmit response pollitgeaker signal transmitted by another station.
(STRP), and in Section IV we deal with reliability issues of The capture phenomena is well known and feasible, and was
STRP. In Section V, we compute lower and upper bounds on thgviously suggested in many other MAC protocols, e.g., [7]-[9].
packet queuing delay in STRP, and in Section VI we expand tNireover, since our system is limited in size, izeis bounded,
analysis by simulations and compare the simulation results tb€ signal powersrequired to enable the capture phenomenaatthe
STRP, for the classical polling scheme and for amodified schef&8 can be computed, also for the extreme case where the strong

of STRP that we describe later. Section VII concludes the papand weak signals are transmitted by the far most and the nearest
stations from/to the BS, respectively [11]-[13].

Il. SYSTEM MODEL

We assume a one-cell WLAN that is composed of a BS and lll. THE STRP MAC

of several mobile stations, as depicted in Fig. 1. We assumeThe STRP MAC utilizes three logical rings at the BS. The first

that the system is static in the sense that stations always belong, referred to aSystem ringcontains all the stations in the

to the same cell and are connected to the same BS as casystem, which are arranged in a cyclic order. For example, as-

found in classrooms, study rooms, libraries, etc. Moreover, \@ame that the system contains stations 1-7, which are arranged

also assume that stations transmit only while at a fixed locationthe System ring as depicted in Fig. 2. In a regular polling

(portable). scheme, the BS checks with station 1 if it has packets to transmit,
There are two transmission links in the system, an Upstredhen checks with station 2, and so on.

link from the stations to the BS, and a Downstream link from The other two rings are imposed and defined on the System

the BS to the stations. The stations transmit to the BS in thieg. One ring consists of Active stations and the other Idle sta-

Upstream link and the BS transmits to the stations in the Dowtiens. Active stations are stations that notified the BS that they
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Fig. 3. Example of stations in the Active and Idle rings. The order is imposgéy 4 |dle and Active rings after station 1 is moved from the Active to the

by the System ring. Idle ring.

have packets to transmit. Idle stations are stations that notifi 0
the BS that they do not have packets to transmit. We refer to 1
two rings as thé\ctive ringandldle ring, respectively. @ 9

Consider Fig. 3 and assume that stations 1, 3, 4, and 6 .
nounced to the BS that they have packets to transmit. These System
tions belong to the Active ring. Stations 2, 5, and 7 announced ° e
the BS that they do not have packets to transmit and so they
long to the Idle ring. The relative order in each ring is the san

as in the System ring. N_/@

@”@
A. The Active Ring
Assume that stations 1, 3, 4, and 6 are in the Active ring and e
the order shown in Fig. 3. The BS gives the stations in the Acti
ring permission to transmit in a Round Robin fashion, accordit 0

to their order in the ring. Thus, station 1 transmits first, the
stations 3, 4, and 6 transmit, and so on. The mechanism by wh Idle ring Active ring
this is done is described later. Every station in the Active ring,
when transmitting, announces to the BS if it wants to stay g 5. Idle and Active rings after station 2 is moved from the Idle to the Active
. . e " ing.
the ring for another round, i.e., if it has an additional packet {6
transmit apart from the one that it is currently transmitting. If o
the station has another packet for transmission, it stays in fhe The Transmission Pattern
Active ring; otherwise, it is transferred to the Idle ring by the We now describe the method by which the BS enables stations
BS. The place in the Idle ring into which the station is insertedl the Active ring to transmit and how it polls stations in the
is imposed by the System ring. For example, if station 1 in Fig.|8le ring. In our scheme, we utilize the capture effect by which
is moved from the Active ring to the Idle ring, the resulting twahe BS is capable of receiving and interpreting a strong signal
rings are as shown in Fig. 4. in the presence of a weaker signal. We divide the description
. below into three cases: all the stations are in the Idle ring, all

B. The Idle Ring the stations are in the Active ring, and finally, we consider the

Assume that stations 2, 5, and 7 are in the Idle ring and @ase in which both the Active and Idle rings are not empty.
the order shown in Fig. 3. As mentioned earlier, this ring con- 1) Case 1: All the Stations are in the Idle Rinén this case,
tains the stations that announced to the BS that they do not htwe BS asks the stations in the Idle ring if they have information
packets to transmit. The BS polls the stations in the ring inpackets to transmit. The BS uses a special control paQkesry
Round Robin order and asks every station if it has recently &), for this purpose. IrQuery; the BS includes the identity
ceived packet(s) to transmit. If a station does not have packefshe station to which it transmits the packétanswers the
to transmit, it is left in the ring. Otherwise, it is moved to thd8S with a No-Packet (NP)ontrol packet if it does not have
Active ring. Again, the place in the Active ring into which thepacket(s) to transmit. Otherwise fihas information packet(s),
station is inserted is imposed by the System ring. For exampiketransmits one packet and announces to the BS if it has more
if station 2 in Fig. 3 is moved from the Idle ring to the Activepackets to transmit. The announcement is done by a special bit
ring, the resulting two rings are as shown in Fig. 5. in the information packet.
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Fig. 6. A transmission pattern for the case when the Idle ring is not empty and the Active ring is empty.
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If the BS receives an information packet and an announc Sratien 3::;"*’““ into
ment from! that it has more packets to transmit, it transférs A BJ:

into the Active ring. Otherwise, if aNP packet is received or BS Informatio I foreatio
I announces that it does not have any more information pack ifr‘;e; ﬁ(‘ g Packet AN
to transmit, it is left in the Idle ring. Finally, after receiving a to transmi T 1o more pagket
and transmitQueryto the next station in the Idle ring, if such QT
exists.

In Fig. 6, we show how the BS queries the stations in the Id
ring, based on the assumption that only stations 2, 5, and 7. \\
responds with &P packet (point A). Thus, station 2 is left in *
the Idle ring. The Active ring is still empty :_ind_the BS, St”_l inFig. 7. Atransmission pattern in the case when the Active ring is not empty
case 1, transmits @ packet to the next station in the Idle ringand the Idle ring is empty.
which is station 5. Station 5 has an information packet and it an-
station 5 is left in the Idle ring (point B). Then, the BS transmore packets to transmit. Thus, station 1 remains in the Active
mits a( packet to station 7. Station 7 has packets to transmiing (point A) and the Idle ring is still empty. The BS, still in
It transmits a packet and announces to the BS that it has moase 2, transmits @' packet to the next station in the Active
packets to transmit. Thus, station 7 is moved to the Active riming, which is station 3. Station 3, upon receiving fig@acket,
and the system is as in case 3. In this case, to be described latere packets to transmit. When the BS receives the packet, it
the BS transmits another type of control packgiery/Transmit transfers station 3 to the Idle ring (point B). Now, both the Active
(Q/T), to the next station in the Idle ring, which is again statioand the Idle rings are not empty and the system is in case 3 which
2. The way by which station 2 responds to this packet is also dedl be described later. In this case, the BS transmits another

2) Case 2: All the Stations are in the Active Rinlin this ring, which is station 4. The way in which station 4 responds to
case, the BS enables the stations in the Active ring to transithits packet is described in case 3.
information packets according to their order in the ring. The BS 3) Case 3: The Active and Idle Rings are Not Emp#/hen
uses a special control pack&tansmit(7"), for this purpose. In both rings are not empty, the BS enables a station in the Active
it enables transmissiod.transmits its information packet afterldle ring by the same control packet. This packet is denoted by
receiving theTransmitpacket. Also/ announces to the BS if it Query/Transmi{}/T). It includes the identity of the station
has more packets to transmit.J/lhas more packets, it is left in in the Active ring that receives the right to transmit. It also con-
the Active ring. Otherwise, it is moved to the Idle ring. Finallytains the identity of the station in the Idle ring to which the
the next station in the Active ring, if the Active ring is not empty, When1 receives th&/T packet, it begins to transmit its in-
to transmit. formation packet. Whed receives th&/T packet, it wait2s

In Fig. 7, we show how the BS queries the stations in théne units and then begins to transmidamif it has packet(s)
Active ring, based on the assumption that only stations 1, 3,td,transmit and wants to join the Active ring. Otherwise Jif

NP control packet or an information packet, the BS continue; to tranem!

in the system. The BS transmitg.apacket to station 2 which

nounces to the BS that it has no more packets to transmit. Thlisyhich transmits an information packet and signals that it has
(point C). Now, both the Active and the Idle rings are not emptyansmits an information packet and signals that it does not have
scribed in case 3. type of control packet) /7, to the next station in the Active
this packet, the BS includes the identitgf the station to which ring to transmit an information packet and polls a station in the
after detecting the end of an information packet, the BS enabS transmits a query.

and 6 are in the system. The BS transmifs packet to station does not have packet(s) to transmit, it remains quiet. Stdtion
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Fig. 8. A transmission pattern in the case when the Active and Idle rings are not empty.

transmits its packet by a strong signal whiléransmits itsJam packet and station 2, assuming that it has packet(s) to transmit,
by a weaker signal. Notice that tdamfrom J collides with transmits alamafter waiting2+ time units (point B). After the

the information packet frond. However, by the capture effect,BS detects the end of the packet from station 1 (point C) and the
sinceJ transmits thelamby a weaker signal than that 6f the Jamfrom station 2 (point D), station 1 is left in the Active ring
BS succeeds in receiving the packet frémAs mentioned, this and station 2 is moved to the Active ring. The BS now transmits
mechanism, which exploits the capture phenomena by schad? /7T packet to stations 2 and 5. When this packet is detected
uling transmissions of different signal powers, is well known iby station 2, it stops transmitting tllam (point E) and begins

the literature [7]-[9], [11]-[13]. to transmit its information packet. Station 5, assuming that it

I transmits until it finishes transmitting its information packef@s & packet to transmit, waits time units and then begins
and it signals the BS if it wants to stay in the Active ring. AftefO transmit alam(point F). Notice that the BS enables station
detecting the end of the packet frdiythe BS continues to listen 2 to transmit a packet immediately after it is inserted into the
to the Upstream link. If it continues to detect a signal, it debCtive ring because it appears after station 1 in the System ring,
tects theJamfrom .J, meaning that/ has packet(s) to transmitand.hence, is now the fir_st stqtion in the Ac;ti_ve _ring. The rest
and shall be moved to the Active ring. Otherwise, if no sign®f Fig- 8 shows the continuation of the activity in the system
is detected, this means that statidrdoes not have packets to@ccording to the same rules.
transmit. The BS now transmits a new control packet, according
to the aforementioned three cases. Whereceives the next IV. RELIABILITY
control packet from the BS, it terminates the transmission of |n this section, we deal with possible packet losses and station
the Jamif it is transmitting one. Notice that if the next controlfajlures, and their impact on the protocol operation.
packet from the BS triggers another statigrin the Idle ring to
transmit alam then sincek waits 27 time units after receiving A. Loss of Packets

the control packet from the BS and before startingldmatrans- | the case when the Active ring is empty, i.e., all the sta-
mission, _the BS always receives at mpst damat a time and tions are in the Idle ring, the loss ofQuery, No-Packetor an
can receive successfully any information packet. information packet from a statiof can be detected by the BS

Alastimportant remark is that if the length of the informatioy a time-out mechanism. The BS can then re-transiQiiary
packets is fixed and known in advance, we can omit the usepzcket to.J or move on to the next station in the Idle ring. No
the capture phenomena by enforcing a station in the Idle ringgtation is moved to the Active ring in this case but this has no ef-
compute, after receiving th@uery/Transmipacket, when the fect on the proper operation of the MAC. Also, if an information
transmission of the information packet is finished and then packet from.J is lost its recovery is taken care of, if necessary,
transmit aNP packet or an information packet, as described iy higher layers in the protocol stack, e.g., in the LLC or trans-
case 1. port layers.

In Fig. 8, we show how the BS transmits to the stations in the In the case where the Idle ring is empty, i.e., all the stations are
Active and Idle rings of Fig. 3. The BS transmit§)d 7" packet in the Active ring, then the loss of ransmitor an information
to stations 1 and 2 (point A). Station 1 begins to transmit ifgacket from a statiod can again be detected by the BS by a
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time-out mechanism. The BS can re-transmitansmitpacket two quantities that influence the efficiency of STRP and U-poll
to I or move on to the next station in the ring. Again, if arare the transmission times of the information packets and the
information packet frond is lost, its loss shall be recovered, ifoverhead due to the polling. We first analyze the overhead in
necessary, by higher layers in the protocol stack. Notice that @ipoll and STRP, then we compute lower and upper bounds on
the packet losses described so far have no impact on the ongdhrggqueuing delay in STRP.
proper operation of the protocol. In U-poll, the BS polls every station in a Round Robin
When there are stations in the Active and Idle rings, the B&shion. The overhead is divided into two parts: the overhead
transmits aQuery/Transmijpacket, say to station$ and/ in  due to the polling packets and the overhead due to the transmis-
the Idle and Active rings, respectively. If this packet is lost thesion of the response or information packets. The overhead due
the BS can detect this loss by a time-out mechanism and by twma polling packet consists of its transmission time, propagation
receiving any packet from. If the Query/Transmipacket is not delay, and the processing time in the mobile station. We denote
lost but the information packet frothis lost, again the BS can the sum of these three components by OH1 (OverHead type 1).
detect this loss by a time-out mechanism. Notice, however, thatf the station does not have information packets to transmit,
it can happen that the BS will interrupt the lost packet dara it transmits a response control packet to the BS. The associ-
from station.J in the Idle ring. ated overhead with this transmission is OH1 also. If the station
If station J is transmitting alamanyway, no harm is done. transmits an information packet, the overhead is the propaga-
Otherwise,J is moved to the Active ring when it does not haveion delay of the packet and the processing time in the BS. We
any packets for transmission. However, at the time when itdenote this overload by OH2 and OH20H1 — {transmission
polled in the Active ring it can transmitldo-Packeto the BS time of a control packet
and it will be moved back to the Idle ring. Consider STRP now. When the BS transmit§ gacket to
Finally, in the case that théamis lost, i.e., the BS does nota station in the Idle ring, the associated overhead is OH1. Now,
detect theJamfrom ./, .J remains in the Idle ring and it does notwe assume that while waiting for a response from the station, the
receive a permission to transmit information packets. Howev&S can compute which of the next stations are in the Idle and
the nextQueryor Query/Transmitpackets that it will receive Active rings, either if the polled station stays in the Idle ring or
from the BS will enable it to move to the Active ring and evenwhether it is moved to the Active ring. When the response from
tually to transmit. The loss of thdéamtherefore results only in the station arrives, the BS decides if the station stays in the Idle

a higher access delay thatencounters. ring or is moved to the Active ring. In either case, it has the
correct structure of each ring from its advanced computation.
B. Stations Failure Therefore, the computation of the next stations in the Idle and

. ) o _Active rings is not considered an additional overhead.

Clearly, if thg BS fails, there are no transmissions in the |t ihe polled station in the Idle ring responds with&R con-
system ,and this event shall be detected by the managemggt packet, the associated overhead is OH1. Otherwise, if the
system of the physical network to which the BS is connectedstation responds with the transmission of an information packet,

If a station./ in the Idle ring fails then will not respond to  {ne associated overhead is OH2. Notice that we neglect the trans-
Queryor Query/Transmipackets. In the latter case the BS willyjissjon time of the one additional bit in the information packet
not detect anyamsignal from.J, will conclude that/ does not \yhich signals to the BS whether the station does or does not
have packets to transmit and will leaven the Idle ring. Inthe haye more information packets to transmit. If the BS transmits
case of aQuerypacket, the failure of can be detected by the 53 7 control packet to a station in the Active ring, the associated
BS not receiving &No-Packebr an information packet fromi  gyerheads with this transmission and the transmission of the ac-
within a time-out interval. The BS can then try to transmit t@ye station are OH1 and OH2, respectively.

J several times, later to conclude that probalblis not opera-  consider now the case when the BS transmifly/d’ control
tional and it can return to poll after a pre-defined time interval. packet. The overhead associated with its transmission is OH1.

If a station in the Active ring fails, then its failure can beThe overhead associated with the transmission of the informa-
detected by the BS when it does not receive information packgts, packet from the station in the Active ring is OH2. However,
from I'in response tdransmitor Query/Transmipackets. The after the BS receives this packet, it does not move to the next
BS can try to send these packets/teeveral times, in order to nojing immediately but continues to listen and detect if there is
cope with possible packet losses, before it concludes with highyam in the Upstream link, i.e., it continues to be in a receiving
probability that/ failed. The BS may then transféito the Idle  yoge and after detecting whether there is a Jam on the channel
ring and when/ is operational again, it will respond QQuery o not, it moves to the next polling. We denote the overhead as-
or Query/Transmipackets as a regular station in the Idle ring.gqociated with the response t6) 7’ packet by OH3 where OH3

= OH2 + {detection timg.

V. COMPUTATION OF LOWER AND UPPERBOUNDS ON THE B. Analysis Model
QUEUEING DELAY IN STRP

) We now introduce the model and notations used later in our
A. Overhead Computation analysis.

In the following, we denote the usual polling scheme in which « The system is composed &f sources (stations), denoted
the BS polls every station in a Round Robin order by U-poll. The 0,1, ..., N — 1.
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» The arrival process of packets to the queue of statjionC. Workload Computation

¢=0,1,..., N—1,is Poisson withintensit); = A/N,  \ye now proceed to compute the distribution of the workload

independent of the other stations. in the system. This performance measure is not only of interest
S.tatlo.ns haye mﬂmte packet queues. on its own, but it also allows us to obtain performance measures
« Time is divided into slots. A slot starts when a controls e queue sizes and delays in the system.
packet is sent by the BS. A control packet can be of \ye pegin by citing some assumptions and a decomposition
type@, T"or Q/T'. Recall that a slot that starts with@  1heqorem from [14]. We assume that the process of total work-
packet can be of size 20H1 (if there is no information |na4 i the system has an equilibrium distribution (the condi-
packet transmission) or OHI OH2 + (transmission yion , < 1 is clearly necessary). Under the assumptions of our
time of an information packet). A slot that begins with,,4el we have the following.
a T packet takes OHL OH2 + (transmission time  thegrem 1 ([14, Th. 2.1]):The steady-state amount of work-

of an information packet). A slot that begins with §,54 in the system is distributed as the sum of the following two
Q/T packet takes OHL OH3 + (transmission time independent random variables:

of an_lnformatlon packgt). . i) the steady-state amount of worklodd in the corre-
Notice that slots with transmissions are of two ; . . )
: Lo sponding M/G/1 system (which has no vacations);
lengths—they both contain the transmission time of an .. . .
. . o ; i) the steady-state amount of worklo&doresentin the orig-
information packet. In addition, one type contains OH1 . Lo
inal system at a vacation interval.

+ OH3 time units and the second contains OHDH2 R K Th 1 hold der th tion that th
time units. For simplicity, as will become clear later, we emark. Theorem 0lds under the assumption that the
assume that both types of slots are of the same Iengttrﬁnsmlssmn time, i.e., the duration of time slots during which
and let it beb time units. This means that OH3 equal ransmissions occur, does not depend on whether we transmit
approximately OH2, or that they are both negligible w.r.{he information packet from th_e A_cpve.nng_ or from thg Idle
information packet transmission time plus OH1. DefiniN9: Therefore, we use the simplification in the duration of
p = Ab time slots with transmissions, which is denoted byNote

' that thecombinedeffect of transmissions from the Idle ring
and from the Active ring contributes to the term i) in Theorem
1, so we do not have to consider these two separately. The

main problem is to compute the term ii), which is obtained by

« If the Active ring is empty then it takes- OH1 time units,
where2 - OH1 < b, to poll a station in the Idle ring if that
station is empty.

We define a slot to be in one of three possible states. considering nontransmission periods (vacations).
« 1) Active stateA slot during which there is a transmission " what follows, we shall focus on each of the terms in The-
by a station in the Active ring. orem 1. First notice that the Laplace transformiofin i) of
« 2) Idle state:A slot during which there is a transmission! "€orem 1is (e.g., [14])
by a station in the Idle ring. _
\ , _ _ . (1—p)s
» 3) Off state: A time slot with no information packet Vi(s) = m (1)

transmission. In this case, all the stations are in the Idle
ring and none of them have packets to transmit, or where3*(s) is the Laplace transform of the service (transmis-
least one station has a packet to transmit. There is Bi@n) time, i.e.,
transmission, since the stations with packets have not

yet been polled.

If the system is in state 3, it is said to be on vacation. WhaNe now proceed to obtailf that appears in ii) of Theorem 1.
transmission starts in the Active ring after it was empty, we say Consider an arbitrary time during a vacation period. As-
that a busy period starts. We say that a busy period ends whkeine that this vacation starts at a tifie (7}, is defined to be
the Active ring empties. Thus, the busy periods contain all thige time when theth slot starts since the system started to op-
slots with transmissions from stations in the Active ring i.e., allrate. We assume that the system is initially in steady state),
the slots in state 1). Note that transmissions may occur alsaiatt € [7},,, Trmy1), m > n, and that statiory is polled at
the nonbusy periods, i.e., the transmissions from the Idle ringtime 7;,,. Note thatZ},.; — 7}, = 2 - OH1, since there is no
the slots in state 2). Slots in state 2) are neither in busy norgacket to transmit (otherwigevould not correspond to a vaca-
vacation periods. tion period)—see Fig. 9. In the rest of the section, we will #ise

Recall now that packets are transmitted from the Active ring denoteZ’,,+1 — 7). The workload at time is composed of
according to a Round Robin discipline, one from each statiathe sum of two independent terms:

Parallel to this, if the Idle ring is not empty, it is also polled in i) the workload that arrived durinf;,,, t), denoted b)f/;
a Round Robin way. If a packet is found in a station in the Idle ii) the workload at timeT},,, denoted b)f/.
ring during a busy period, this station joins the Active ring. \ye begin by computing i) above. The past recurrent tithe-

If a station in the Idle ring has a packet to transmit while; _ - “is uniformly distributed over the intervéd, d], since
the Active ring is empty, its packet is transmitted; however, the
station joins the Active ring 0n|y if it has more than one packet 1The workload at time is defined to be the total duration of the slots, during

. . . . which transmission of information packets present in the system at fimié
to send. A busy period, therefore, starts if the Active ring Wa.r. we include in the workload the remaining time of the current slot, if it

empty and statiod has more than one packet to transmit.  contains a transmission of an information packet.

B*(s) = e *°. 2
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t Time
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Fig. 9. Description of a vacation period.
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Fig. 10. Average access delay versus message arrival rate for the case when only a part of the stations transmit.

the Idle ring polling slots are assumed to be constadf(The a time interval of lengtly”. We assume thdt’ and the arrival

Laplace transform and expectation.¥fare thus process are independent. Then, the probability generating func-

d tion of A(T) is

X*(s) =E[e ] = 1/ e Tdx = 1 (1—e?) (3)
d Jo sd

We use the following well known relations.

Lemma 1: Consider a Poisson arrival process with rateet  whereT™(s) is the Laplace transform @F. Let V be the work-
A(T) be a RV corresponding to the number of arrivals durinigad that arrives during intervdl. The Laplace transform of the
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Fig. 11. Average access delay versus message arrival rate for the case when all the stations transmit.

workload that arrives during the intervalis

) Theorem 2:Under the assumptions of this section, the
V¥(s)=E [CW} = G(B*(s)) = T*(A— AB*(s)) (6) amount of workload in the system in steady state is:
A)  stochastically lower bounded by the random variable

whereB*(s) is the Laplace transform of the service time. V whose Laplace transform is given in (1);

From the above, we get that the expected number of packet®)  stochastically upper bounded by the sum of the inde-
that arrive durindg’” is AE[T, and the expected amount of work- pendent RV +Y + V’ whose Laplace transform are
load that arrives during that time M E[T]. givenin (1), (7), and (12), respectively.

Notice now that in our casé}* (s) = ¢~*. With substituting

the expression (3) instead f (s) in (6), we get the Laplace D. The Lower and Upper Bounds on the Queuing Delay
transform ofY: Using Theorem 2, we now obtain the following bounds on the

- 1 (A—re—*")d expected queue length and queuing delay.
Y¥(s) = A= Xe—b)d (1 ¢ ) : ) Theorem 3: The expected number of packets in the system
in steady-state, including the one being transmitted is:
We now proceed to compute ii), the worklo®ddue to packets ~A)  lower bounded by the expectation & where@ is

that are in the system at tinig,,. the average queue in an M/G/1 queue without vacation,
Let @,,, be the number of packets in the system at tifhe i.e.,

Note thatY’ = Q,,b. Q,,, isthe sumovek = 1,2, ..., N —
1 of Qj: (j—k)mod N» Whefe_CJJ, (j—k)mod N |S the number of E[Q] — E[V] — )‘2b2 +p (13)
packets queued at statign— k) mod N at timeT,,. b 2(1 - p)
We now prove the following Lemma. ) )
Lemma 2: Q; (;_tymodn> k = 1,..., N — 1 areupper ~ B)  upper bounded bf[Q] + E[Q] + Ad/2, whereE[Q)]
boundecby the number of packets that arrived at statign- andE[Q)] are given in (10) and (13), respectively.
k) mod N during[Th,—&, Tin)- The expected queuing delay is:




448 IEEE/ACM TRANSACTIONS ON NETWORKING, VOL. 9, NO. 4, AUGUST 2001

30 stations, only 10 transmit, OH1=14, OH2=4, OH3=5 30 stations, only 10 transmit, OH1=14, OH2=0, OH3=0

Throughput
o
o
Throughput
o
»n

Q
IS
T

U-Poll - - - U-Poll = - -
0.2 M-Poll -.—.-. 1 0.2r M-Poll —.-.~.
0.1 0.1
0 L : . " . s s N L 0 L . . o " . L " .
0 0.001 0.002 0.003 0.004 0.005 0.006 0.007 0.008 0.009 0.0t 0 0.001 0.002 0.003 0.004 0.005 0.006 0007 0.008 0.009 0.01
Mean message arrival rate (messages/time-~unit) Mean ge arrival rate Ai it)

30 stations, only 10 transmit, OH1=26, OH2=16, OH3=17 50 stations, only 1€ transmit, OH1=14, OH2=4, OH3=5
T T T T T T T T T T T v T T

Theoughput

Throughput

1o | Jp—

U-Poll - - -
M-Poll - .~.-,
0.1
0 " N N L ) N L L N 0 N . . N . N . . .
0  0.001 . 0002 0003 0.004 0005 0.006 0.007 0.008 0.009 0.01 [} 0.001 0.002 0.003 0.004 0005 0.006 0.007 0.008 0009 0.01
Mean message arrival rate (messagestime-unit) Mean arrival rate ges/ti nit)

Fig. 12. Throughput versus message arrival rate for the case when only a part of the stations transmit.

C) lower bounded by The expected queuing delay is obtained from Little’s law, ac-
cording to which it equals the expected queue length divided by
Ab? the arrival ratex. O
E[D]= ——+b 14
. L VI. SIMULATION RESULTS
D)  upper bounded bf'[D] + E[D] +d/2 whereE[D] is _ _

given by In our simulations, we checked the performance of STRP and
U-poll. However, notice that it is also possible to add the mech-

R (N —1)b anism by which a station notifies the BS if it has more packets to

E[D] = 2 g (15 transmitto the U-poll scheme. We add this mechanism to U-poll

and a station that notified the BS that it does not have packets to

Proof: Obtained directly from Theorem 2. The workloadransmit is not polled in the next round. It is polled again in the
is by definition the amount of time (including overhead) resecond-to-next round. We denote this scheme by modified poll
quired to transmit all the packets in the system. Since the tir(id-poll).
to transmit a packet is assumed tolh¢he expected workload We simulate systems with 30 and 50 stations. In one simu-
in the system i times the expected number of packets in thiation scenario, only part of the stations generate and transmit
system, in steady state. The exact expressions for A) and B) @atkets—10 stations in the case of 30 stations, and 16 in the case
be obtained by taking derivatives in (1) and (12), respectivelyf 50 stations. Notice, however, that all the stations are polled
and by substituting = 0 to get the expectations for the correbecause the BS does not know that only part of the stations ac-
sponding terms of the workload, and then dividébBut it can tually generate packets and transmit. This scenario can happen,
also be obtained directly: A) is known to be the expected quefer example, when part of the pupils in a class are doing com-
length in an M/G/1 queue with no vacations, and B) already oputer work that evolves communication, while the other pupils
tained in (10) from a similar derivative of the PGF in (9). Thare not using their computers, but their computers are turned on.
term Ad/2 is obtained by combining (4) with the last statemenrih the second simulation scenario, all the stations generate and
of Lemma 1. transmit packets.



SHARON AND ALTMAN: AN EFFICIENT POLLING MAC FOR WIRELESS LANs 449

30 stations, all transmit, OH1=14, OH2=4, OH3=5

30 stations, all transmit, OH1=14, OH2=0, OH3=0
1 T T T T 1 T T T T Y T T

PR

3 -]
Q a
= =
go.s STAP ——— g’o.s STRP ~mwme
£ U-Poll - - - ‘;_:' U-Poll = - ~
04F M-Poll ——.—, 0.4r M-Poll ~.= -,
03 0.3
0.2} 02
0.1 0.1
0 L N . . . s . . . 0 . . . . . . N L A
4] 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1 0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.‘9 1
Mean message arrival rate (messagesftime—unit) x107° Mean arrival rate gesi t) x 107
30 stations, all transmit, OH1=26, OH2=16, OH3=17 50 stations, all transmit, OH1=14, OH2=4, OH3=5
1 T T T T T T T 1 T T T T T T T
0.9 0.8
0.8} 0.8
07 Lo 07

Throughput
o
o0
Throughput
o
n

STRP —— STRP ———
U-Poll - - - U—Poll - -~ -
0.4 M-POll ===, 0.4 M-Poll -.-.-,
0.3+ 0.3+
0.2+ 02
0.1} 0.1
0 N N . A N N . . N o . s ) L \ L ) N .
4] 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1 0 01 0.2 0.3 04 0.5 0.6 0.7 O.q 0.9 1
Mean message arrival rate (messagestime-unit) x 107 Mean ge arrival rate ( Al nit) x10™

Fig. 13. Throughput versus message arrival rate for the case when all the stations transmit.

In both system models, all the stations are at the same, furthiégitindeed detects damor not because of possible noise in the
distance from the BS, i.er,, and they all have infinite packetlink. The propagation delay is negligible.
queues. As in Section V, we assume that the stations that genclearly, the STRP scheme has the potential to outdo U-
erate and transmit packets in each of the above scenarios, gamd M-poll when only part of the stations transmit or when
erate fixed length information packets according to a Poisson #re traffic load is moderate. Consider the graphs in Figs. 10
rival process. We measure three quantities: first, the throughjaud 11, which show the average access delay versus the mean
of the system, second, the mean access delay, i.e., the mean timeesage arrival rate per station. In Fig. 10, only part of the
that elapses from the time a packet arrives at the head of #tations generate and transmit packets, while in Fig. 11 all the
transmission queue and until its transmission begins. Finalggations transmit. First consider the upper, lefthand graph in
we measure the mean queuing delay, i.e., the mean time tt@tse Figures. It corresponds to the case when only 10 stations,
elapses from the time a packet arrives at the transmission queutof 30, transmit. STRP out-does U- and M-poll significantly
and until its transmission ends. because of the polling of the quiet stations, i.e., those stations

In the simulation, we do not refer to specific transmissiothat do not transmit generate a very low cost (detection time)
times of information and control packets, nor to specific pran STRP because it is done together with the transmissions
cessing times or propagation delays. We are only interestedinthe stations with packets. On the other hand, with U-poll,
the relations between these quantities. Therefore, we set tlige polling of the quiet stations prohibits transmissions of
transmission time of an information packet to be 100 time uniisformation packets, and in M-poll, the notification of the quiet
and then set OH1, OH2, and OH3 to different sizes accordingbfations that do not have packets to transmit reduces the waste

The first set that we checked is (OH1, OH2, OH3)14, 4, of time due to the polling of these stations.
5). This set represents for example a channel of 500 kb/s, 500-bitn the case where all the stations generate packets and
information packets, 50-bit control packets, a processing tinmansmit (Fig. 11), STRP out-does the other schemes only when
of 40 us and a detection time of 1@s. The detection time is the traffic load is moderate. This is clear since, when the traffic
relatively long. However, it can happen that the BS will listers light, there are not many active stations, and so the polling
to the Upstream link for a relatively long time before decidings mainly done on the Idle ring, similar to the case in U- and
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Fig. 14. Queueing delay versus message arrival rate for the case when all the stations transmit.

M-poll. When the traffic is heavy, most of the stations are iis longer, and so is the length of the control packet. The relative
the Active ring, and in this case, the polling is mainly on thdetection time is smaller now. These changes do not change the
Active ring, again similar to the case in U- and M-poll. Whemelative results, as can be seen from the upper righthand graphs
the traffic is moderate, part of the stations are in the Idle rirend the lower, lefthand graphs in Figs. 10-13.
and part are in the Active ring. Here, the polling of the stations Next, as mentioned, we also simulated a system with 50 sta-
in the Idle ring is meaningful because it does not delay statiotisns. We assume in Figs. 10 and 12 that only 16 stations gen-
with packets, in comparison to M- and U-poll where stationsrate packets and transmit, while in Figs. 11 and 13, all 50 sta-
with packets are delayed. tions transmit. The results of this simulation appears in the lower
Notice that when the system is overloaded, the average acaggist-hand graphs of every figure. We observe the same relative
delay is about 3300-3400 time units. This is because we assuemllts as in the previous three examples. Notice that in the case
that the transmission time of information packets is 100 timghen only one station needs to transmit in the system, STRP
units. Thus, if the system is loaded, i.e., every station alwaggables this station to transmit almost continuously, where its
has packets to transmit, a round of transmissions is 3000 titnensmissions are separated only by the polling from the BS by
units long. Together with the overhead (transmission of contritle (/7" packets. This is similar to random access MACs such
packets, processing time etc.) we receive the above mentioasdEEE 802.3 CSMA/CD, where a station can transmit almost
average access delay of about 3300—3400 time units. continuously, with some separation between continuous trans-
Finally, consider the corresponding graphs in Figs. 12 amaissions in order to enable other stations the chance to transmit
13 which show the throughputs of the schemes when only pft0]. On the other hand, U- and M-poll do not enable this fea-
of the stations transmit and when all the stations transmit riewe. In this case, the advantage of STRP is undoubtedly clear.
spectively. The results show a similar relative behavior to thatNotice also that STRP is never worse than U-poll because the
in Figs. 10 and 11. only overhead that STRP has, compared to U-poll, is the detec-
We also checked the sets (OH1, OH2, OH3j14, 0, 0) and tion time for ajam. However, this is done only when the BS polls
(OH1, OH2, OH3)= (26, 16, 17). Compared to the first set, ima station and enables a transmission to another station in par-
the set (14, 0, 0) the processing and detection times are negliel. The saving of th€uerypacket transmission time in this
gible and equal to 0. In the set (26, 16, 17) the processing tiroese compensates for this overhead. Also notice that STRP per-
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forms as U-poll when all the stations have packets to transmit 6]
asis shownin Figs. 11 and 13, or when stations never have more
than one packet to transmit when they are polled, and thus alm
ways stay in the Idle ring. [8]

Finally, in Fig. 14 we show the queuing delay measures for
the three schemes, together with the lower and upper bounds fo[g,
STRP, as computed in Section V. These measures correspond to
the case where all the stations transmit. Again, STRP outper-
forms U- and M-poll and the measured queuing delay for STR
falls between the lower and upper bounds curves.

[11]

VIl. CONCLUSION [12]

We proposed a new, efficient MAC protocol for Wireless [13]
LANSs, referred to as STRP. STRP overcomes the inefficiency
of the polling schemes when only a part of the stations transmi4
or when the traffic load is moderate. Also, STRP keeps all the
good characteristics of the polling schemes, such as boundét]
access delay and the ability to implement priorities in an easy
way.

Notice that in STRP, the BS knows which stations have
packets to transmit. This has the potential for further im-
provement in the case where the information packets are
equal length, since the BS can give the right to transmit
several stations together, by using the same control packet
that control packet, it also defines the order of transmissio
This ability can clearly enlarge the throughput of the syste
However, it can delay the transfer of stations from the Idle
the Active ring. This idea shall be further investigated.
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