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Nash Equilibria for Combined Flow Control and
Routing in Networks: Asymptotic Behavior for a

Large Number of Users
Eitan Altman, Tamer Başar, and R. Srikant

Abstract— We consider a noncooperative game framework
for combined routing and flow control in a network of paral-
lel links, where the number of users (players) is arbitrarily
large. The utility function of each user is related to the
power criterion, and is taken as the ratio of some positive
power of the total throughput of that user to the average
delay seen by the user. The utility function is nonconcave
in the flow rates of the user, for which we introduce a scal-
ing to make it well defined as the number of users, N , be-
comes arbitrarily large. In spite of the lack of concavity,
we obtain explicit expressions for the flow rates of the users
and their associated routing decisions, which are in O(1/N)
Nash equilibrium. This O(1/N) equilibrium solution, which
is symmetric across different users and could be multiple in
some cases, exhibits a delay-equalizing feature among the links
which carry positive flow. The paper also provides the com-
plete optimal solution to the single-user case, and includes
several numerical examples to illustrate different features
of the solutions in the single- as well as N-user cases, as N
becomes arbitrarily large.

Keywords— Networks; flow control; routing; nonzero-sum
games; noncooperative equilibria; asymptotic Nash equilib-
ria.

I. Introduction

Flow control and routing are two components of resource
and traffic management in today’s high-speed networks,
such as the Internet and the ATM. Flow control is used by
best-effort type traffic in order to adjust the input trans-
mission rates (the instantaneous throughput of a connec-
tion) to the available bandwidth in the network. Routing
decisions are taken to select paths with certain desirable
properties, for example, minimum delays. In many cases,
both flow control and routing decisions can be made by
the users (rather than by the network) so as to meet some
performance criteria. The appropriate framework for mod-
eling this situation is that of noncooperative game theory.

Noncooperative games combining flow and routing deci-
sions have been studied in the past; see, for example, [11]
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and [14], and references therein. In particular, it is well
known that when the objective functions of the players are
the sum of link costs plus a reward which is a function of
the throughput, then the underlying game can be trans-
formed into one involving only routing decisions. Another
recent paper that considers a combined flow control and
routing game is [15], where the utility of each player is re-
lated to the sum of powers over the links.1 The part of
the utility in [15] that corresponds to the delay is given by
the sum of all link capacities minus all link flows, all mul-
tiplied by some entropy function. Thus, the utility in this
case does not directly correspond to the actual expected
delay, but it has the advantage of leading to a computable
Nash equilibrium in the case of parallel links.

In this paper, we consider instead the actual power cri-
terion, that is the ratio between (some increasing function
of) the total throughput of a user and the average delay
experienced by traffic of that user. This power criterion is
commonly used in flow control games not involving routing
decisions as it enables each user to view the network as a
single link with an equivalent cost. (This property holds,
under certain assumptions, even in the case of dynamic,
state-dependent flow control games; see [12].)

In the paper, we first consider the case of a single user
accessing multiple links. Since the utility function we con-
sider is not concave, the optimal solution (which exists)
has to be obtained by examining all stationary and bound-
ary points. We show that there is a simple procedure to
perform such a search. An interesting feature of the opti-
mal solution is that it could dictate the user not to use all
the links in the network. This observation is useful since
such a behavior arises even in the case of multiple users
attempting to reach a Nash equilibrium.

Following the study of the single-user case, we move on
to the case of multiple users and study the asymptotic case
when the number of users is very large. Here a user would
represent either an individual who is able to split his flow
and determine its routes, or a single service provider in
the context of noncooperative sharing of the network by
many service providers. When the total throughput of all
players is fixed, a well-established theory exists for the re-
sulting routing game, and in this case, the solution concept
is known as the Wardrop Equilibrium [18]. This equilib-
rium is characterized by the fact that users choose a source-
destination path only if it has the smallest delay. A single

1The power criterion is the ratio between some function of the
throughput and the delay.
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user in that framework is considered to be infinitesimally
small, so that it does not have any influence on the costs
of other users, and more generally, on the link costs. This
equilibrium has often been used in the context of road traf-
fic [6], [11] and it has the appealing feature that under fairly
general network topologies and assumptions on the cost, its
existence and uniqueness can be established. Moreover, as
it has been shown in [11], the Wardrop equilibrium is the
unique limit of any sequence of Nash equilibria obtained for
a sequence of games in which the number of users is finite
and tends to infinity (even in those games where the Nash
equilibrium is not unique). For our case here, where the
total throughput of the players is not fixed, we consider
a similar limit of the Nash equilibrium for a large num-
ber of players. We determine all symmetric O(1/N) Nash
equilibria, and as a byproduct arrive at the conclusion that
multiple equilibria do exist in some cases. Another inter-
esting feature of the asymptotic Nash equilibria is that it
is possible for only a strict subset of the available links to
carry positive flow.

The organization of the paper is as follows. The single-
user case is discussed in Section 2, and the multiple-user
case in Section 3. Section 4 discusses two numerical exam-
ples which illustrate existence, nonexistence, and various
features of O(1/N) Nash equilibria. Section 5 includes
some discussion of future work and concluding remarks,
and the paper ends with an appendix, which proves a ro-
bustness result for the single-user case, which is also used in
the proof of one of the theorems in the multiple-user case.

II. Optimal routing and flow control for a
single user

A. Mathematical formulation and the main result

Consider a single user who wishes to send infinitesimally
divisible traffic to a destination, by distributing it over M
possible links, with a generic link denoted by m, with m ∈
M. Let cm and λm denote respectively the capacity of and
throughput over Link m, and suppose that the links are
labeled in such a way that

c1 ≥ c2 ≥ . . . ≥ cM .

Thus, the overall throughput of the user is
∑M
m=1 λm. As-

suming an M/M/1 queue model for each link, and assum-
ing that λm > 0 for at least one m ∈M, the average delay
experienced by the user is given by

d(λ) =

(
1

/
M∑
m=1

λm

)
M∑
m=1

λm
cm − λm

, (1)

where, also for future use, we have introduced the nota-
tion λ := (λ1, λ2, . . . , λM ). We note that because of the
averaging, the delay function d(λ) is not a monotonically
increasing function of the λm’s (whereas it would be if
there were only a single link). For mathematical complete-
ness, we define the average delay for the limiting case when

∑
m∈M λm = 0 as

d(0) =
1
M

M∑
m=1

1
cm

. (2)

The objective of the user is to maximize the follow-
ing utility function, which quantifies a trade-off between
throughput and delay:

U(λ) =

(
M∑
m=1

λm

)β/
d(λ) , (3)

where β ∈ (0, 1) is a trade-off parameter. Such a utility
function is commonly used in the literature in applications
that are sensitive to throughput as well as delay (see, for
example, [4], [9], [10], [19], and [5]). It consists of the ratio
between the expected throughput (or a power of it) and
the expected delay. Thus it captures preferences toward
higher throughputs and penalizes large delays. Other types
of utility functions have been proposed and used in recent
years, particularly for voice applications, which however do
not take into account delays; see, for example, [16]. Not
capturing delays in utility functions has been debated and
criticized in [3], where it is argued that a more realistic
class of utility functions are those that are in the form of
a product of two terms—one a function of the throughput
and the other one a function of the delay. The power cri-
terion (3) we have introduced above indeed falls in that
category.

Now coming back to (3), for convenience, we prefer to
work with the logarithm of this utility function:

L(λ) := logU(λ) = (β + 1) log
( M∑
m=1

λm

)

− log
( M∑
m=1

λm
cm − λm

)
, (4)

We note that L(λ) is not a concave function, but it is differ-
entiable. Because of lack of concavity, to find the optimal
solution, it becomes necessary to examine all stationary
points of L, as well as its values on the boundary of the
set C := [0, c1] × [0, c2] × . . . [0, cm].2 The existence of an
optimal solution is guaranteed by the fact that L(λ) is con-
tinuous on C, and C is compact.

Let us first suppose that the optimal solution is an inner
solution, i.e. it is not on the boundary of C. Then, the
solution has to be a stationary point of L, determined from
the set of equations

∂L

∂λm
= 0, m ∈M ,

which leads to
β + 1
M∑
j=1

λj

− cm

(cm − λm)2

M∑
j=1

λj
cj − λj

= 0 . (5)

2Except at λm = 0 ∀m ∈ M, where L(λ) is not well defined, but
the fact that U(0) = 0 in view of (2) implies that this point cannot
be a solution, and hence need not be considered in the analysis.
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It follows from (5) that the following relationship should
hold, for some positive constant µ:

cm
(cm − λm)2

=
1
µ2

. (6)

Thus,
λm = cm − µ

√
cm , m ∈M . (7)

Substituting this in (5), we get

β + 1
c− µcsq

− 1
µcsq − µ2M

= 0 ,

which leads to the following quadratic equation for µ :

(β + 1)Mµ2 − c̄sq(β + 2)µ+ c̄ = 0 ,

where

c̄ :=
M∑
m=1

cm , c̄sq :=
M∑
m=1

√
cm . (8)

Thus,

µ =
(β + 2)c̄sq ±

√
(β + 2)2c̄2sq − 4(β + 1)c̄M

2(β + 1)M
. (9)

Expression (7), together with (9), identifies the stationary
points of (4) if the following conditions are satisfied:
(i) the discriminant in (9) is nonnegative, i.e.

c̄2sq
c̄
≥ 4(β + 1)M

(β + 2)2
, (10)

and
(ii) 0 < µ ≤ √cm, for all m ∈M, which follows from the

fact that we require 0 ≤ λm < cm.
To study whether or not the optimal solution lies on the

boundary of C, we first assume that the traffic through each
of the links in a given subset of the links, S, is nonzero
and the traffic through the remaining links is zero. The
following fact on substitutability now asserts that we need
not consider all possible subsets S : suppose that there
exists a link i ∈ S and a link j ∈ Sc (the complement of
S) such that ci < cj . Then the utility to the user can be
strictly improved by swapping i and j in the sets S and
Sc, because any flow through link j results in a smaller
delay than the corresponding flow through link i. Thus,
the only subsets that we have to examine in the search for
the optimal solution are

Sm = {1, 2, . . . ,m} , m ∈M .

For each of the subsets Sm, the candidates for the opti-
mal solution are given by the following:

λj =
{
cj − µm√cj , j ∈ Sm
0 j ∈ Scm

(11)

where

µm =
(β + 2)c̄sq,m ±

√
(β + 2)2c̄2sq,m − 4(β + 1)c̄mm

2(β + 1)m
(12)

and

c̄m :=
m∑
j=1

cj , c̄sq,m :=
m∑
j=1

√
cj . (13)

For each m, the candidate solutions should further satisfy
the condition 0 < µm <

√
ci for all i ∈ Sm, which can be

written equivalently as µm <
√
cm , because of the ordering

of the ci’s and because µm is positive whenever it exists.
Of course, for existence we need the discriminant in (12)
to be nonnegative, i.e.

c̄2sq,m
mc̄m

≥ 4(β + 1)
(β + 2)2

. (14)

The optimal solution is then obtained by choosing the can-
didate solution that results in the largest value for the util-
ity function. For each fixed Sm, (12) suggests that there
might be two stationary points, corresponding to the pos-
itive and negative square roots in the expression for µm
(whose corresponding values we denote by µ+

m and µ−m, re-
spectively), which indeed is a real possibility as demon-
strated in the context of an example (Example 2) later in
this section. Clearly, µ−m would be a viable candidate so-
lution (that is satisfy the constraint µm <

√
cm ) whenever

µ+
m is, but not vice versa, and in fact yet another exam-

ple (Example 1) included later in this section demonstrates
that it is possible for only µ−m to be a viable solution. What
one can actually show is that it is not necessary to consider
µ+
m at all, since flows corresponding to it (when it is viable)

lead to smaller utility than the flows corresponding to µ−m.
We now provide a proof for this result.

Proposition 1: Let m ∈ M be a fixed integer, condition
(14) hold with a strict inequality, and µ−m and µ+

m be given
by (12), corresponding to the negative root and positive
root, respectively, satisfying the viability condition µ+

m <√
cm. Let λ−j and λ+

j be as given by (11) with µm given by
µ−m and µ+

m, respectively. Then, with the utility function
U(λ) as defined by (3), we have

U(λ−) > U(λ+) .
Proof: With m ∈ M fixed, let λ be restricted to the

structural form

λj =
{
cj − µ√cj , j ∈ Sm
0 j ∈ Scm ,

where µ is a free parameter, which is positive and not ex-
ceeding

√
cm. Evaluating U(λ) under this structure, and

denoting the resulting function of the single parameter µ
by Wm(µ), we arrive at:

Wm(µ) =
(c̄m − µc̄sq,m)β+1µ

c̄sq,m −mµ
(15)

We know from the hypothesis of the proposition that this
function has two stationary points in the interval (0,

√
cm),

at µ−m and µ+
m. On the extended positive real line, the

function has two zeros, at µ = 0 and µ = c̄m/c̄sq,m, and
a vertical asymptote at µ = c̄sq,m/m, and attains posi-
tive values to the left of this asymptote, where both µ−m



4

and µ+
m are, since c̄sq,m ≥ mcm. The second zero is to

the right of the asymptote, since (c̄sq,m/m) < (c̄m/c̄sq,m),
where the strict inequality follows from Jensen’s inequal-
ity along with the observation that when c1 = · · · = cm,
µ+
m is not a viable solution (see the discussion later in this

section on the equal capacity case). Hence, the function
Wm(µ) is continuous (actually continuously differentiable)
in the open interval (0,

√
cm), is strictly increasing to the

left of µ = µ−m, and strictly decreasing in the open inter-
val (µ−m, µ

+
m), thus readily leading to the conclusion that it

attains a strictly larger value at µ = µ−m than at µ = µ+
m.

¦
We are now in a position to recapitulate in precise terms

the complete solution to the single-user problem.
Theorem 1: For the single-user M -link routing/flow-

control problem formulated in this subsection,
(i) there exists an optimum solution;
(ii) the optimum solution dictates positive flows on links

1, . . . ,m∗, and zero flow on the remaining m∗ + 1, . . . ,M
(if m∗ < M), where

m∗ = arg max
m∈Mf

Wm(µ−m) .

Here,Mf is the nonempty set of all integers inM with the
property that m ∈ Mf implies that (14) is satisfied and
µ−m <

√
cm. Further, Wm(µ−m) is given by (15), where the

expression for µ−m is given by (12) with the negative square
root;
(iii) the optimum flows are given by (11), with m = m∗

and µm = µ−m∗ .
Proof: The result follows readily from the development

that preceded the theorem. ¦

B. Two other classes of utility functions

It would be useful to contrast the above solution with
the one corresponding to the more common utility function
defined as follows:

Ũ(λ) =
M∑
m=1

λβm(cm − λm) , β ∈ (0, 1) . (16)

This is simply the sum of the utilities on each individual
links, where the individual utility function on a link rep-
resents a tradeoff between the throughput and the average
delay on that link. An appealing feature of Ũ(λ) is that
it is strictly concave, and hence optimality of its local so-
lution can readily be ascertained, and in fact the unique
optimal solution can easily be obtained as:

λm =
β

β + 1
cm ∀m ∈M .

Note that the optimal solution in this case puts nonzero
flow to every link. However, Ũ(λ) no longer captures the
trade-off between the overall throughput and the overall
average delay, as done by the more realistic utility function
U(λ) considered in this paper—albeit at the expense of a
more complicated (yet explicitly computable) solution.

Yet another utility function that has been considered in
the literature before is [15]:

Ṽ (λ) = (
M∑
m=1

λm)β(c̄−
M∑
m=1

λm) ,

where c̄ is the total capacity of all the links. This function
is concave in λ (not strictly concave, in the multiple link
case), and any set of {λm} satisfying

M∑
m=1

λm =
β

β + 1
c̄ ,

along with 0 ≤ λm ≤ cm ∀m ∈ M, is an optimal
solution. In fact, the optimal solution under Ũ(λ) is also
optimal for the utility function Ṽ (λ).

We now recapitulate and list below the observations we
have made above regarding the optimal solutions under
three different classes of utility functions:
• the utility function U(λ) may dictate the flows in some
of the links to be zero;
• the utility function Ũ(λ) leads to nonzero flow over every
link; and
• the utility function Ṽ (λ) leads to multiple optimal solu-
tions, with some dictating nonzero flow over every link.

C. A special case: Equal link capacities

Later, when we study Nash equilibria with multiple
users, the results for the special case of a single user and
equal link costs, i.e., cm ≡ c ∀m ∈ M, will turn out to be
useful. Thus, we study here this special case, which is also
of independent importance and interest. In this case

µm ≡
√
c or

√
c

β + 1
∀m ∈M .

Since, we require µm <
√
c, the only viable value for µm is√

c/(β + 1) . Hence, in this case µ+ does not constitute a
viable solution.

Considering any subset Sm, the corresponding optimal
flow is

λi =
β

β + 1
c ∀ i ≤ m.

Since all the boundary solutions and the inner solution
lead to the same flow on each link with nonzero flow, the
optimal solution (and the unique one) is easily seen to be
the one that uses all M links:

λ∗m =
β

β + 1
c ∀m ∈M .

Note that in this case the optimal solution coincides with
the one under the utility function Ũ given by (16).

The optimal single-user solution for the case of equal
capacities has the following robustness property which we
will require later.

Theorem 2: Consider a system consisting of one user and
M links with the capacity of the mth link being c + δm .
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Then, there exists δ > 0 such that for |δm| < δ ∀m ∈ M ,
the utility-maximizing solution is unique and is an inner
solution.

Proof: See Appendix I. ¦

Yet another useful robustness property of the single-user
solution with equal link capacities, which we will have oc-
casion to use in the next section, is a result that com-
plements that of Theorem 2 in a different direction. It
says that starting with an original network of equal capac-
ity links (for which there exists a unique solution which
is inner, as already shown), if we add additional links of
lower capacity, the original solution remains intact (that
is, the utility-maximizing solution dictates zero flow over
these additional links) provided that β is sufficiently small.
The precise statement is the following.

Theorem 3: Consider a network consisting of one user
and M links, with the first m̂ links having equal capacity,
c, and the remaining M − m̂ having capacities less than c
(i.e., c1 = · · · = cm̂ = c > cm̂+1 ≥ · · · ≥ cM ). Then, there
exists a β∗ > 0 (depending on c and cm̂+1) such that for
β ∈ (0, β∗), the unique utility-maximizing solution dictates
zero flow over the links m̂ + 1, . . . ,M . Equivalently, the
unique solution is given by (using the notation introduced
earlier)

λ∗i =
{ (

β/(β + 1)
)
c, j ∈ Sm̂

0 j ∈ Scm̂
Proof. First note that the RHS of (14) is less than 1, and

can be made arbitrarily close to 1 by picking β sufficiently
close to zero. The LHS of (14), on the other hand, is 1
when m = m̂ (since the first m̂ links have equal capacity),
and strictly less than 1 if m > m̂, as we now show. That
is, denoting the LHS of (14), as a function of the integer
m, by gm, we show that gm < 1 for m > m̂. This will then
immediately lead to the result of the theorem, by picking
β∗ as the unique positive solution of the quadratic equation
(β + 2)2gm∗ − 4(β + 1) = 0, where m∗ is the m > m̂ for
which gm is the largest. This follows because the RHS of
(14) is a monotonically decreasing function of β for β > 0,
and for β ∈ (0, β∗) the necessary condition for an optimum,
(14), does not hold for any m > m̂. We should note that
one can in fact show (with a little more effort) that gm is
monotonically nonincreasing in m, but we will not do this
since it is not needed in the proof of the theorem.

Now, to prove the required auxiliary result, we will pro-
ceed by induction (showing that gm ≤ 1 for some m ≥ m̂
implies gm+1 < 1). Let m ≥ m̂, and start with the strict
inequality (c̄m −mcm+1)2 > 0, which holds because of the
ordering of the cm’s. Rewrite this inequality equivalently
as

4mc̄mcm+1 < (c̄m +mcm+1)2

Since gm ≤ 1, the LHS can be bounded from below by
4c̄2sq,mcm+1, leading to (after taking the square roots of
both sides):

2c̄sq,m
√
cm+1 < c̄m +mcm+1

Now add cm+1 to both sides, and the nonpositive quantity
c̄2sq,m − mc̄m to the LHS. The resulting strict inequality
(after some rearrangement) can be seen to be equivalent to
gm+1 < 1, which proves the desired result. ¦

D. Examples for the single-user case

Example 1: Consider a network of 10 links, with the
capacity of the mth link being 100 − 10(m − 1). Let the
throughput-delay tradeoff parameter β be 0.6. The optimal
solution is given by

λ1 = 44.9, λ2 = 37.73, λ3 = 30.72, λ4 = 23.90,
λ5 = 17.32, λ6 = 11.04, λ7 = 5.15 ,

with the remaining three links having zero flow. The op-
timal value of the utility function is 1061 units. In this
example, only the negative square root in the expression
for µm, m ≤ 7, satisfies all the constraints. For m > 7, the
discriminant in the expression (12) for µm is negative, thus
there are no candidate optimal solutions for these values of
m. ¦

Example 2: Consider a network of M links, with M ≥
5, c1 = 2.29, c2 = c3 = c4 = 1, cm = 0.25, m ≥ 5,
β = 0.5. In this case, condition (14) is not satisfied for
m ≥ 5 (as well as for m = 2 and m = 3), and hence
the optimal solution would dictate zero flow on the links
with capacity 0.25. We therefore have to consider only the
two subsets Sm, m = 1, 4. It turns out that the optimal
solution corresponds to m = 4, i.e. it dictates use of four
links, with the corresponding throughputs being:

λ1 = 0.9113, λ2 = λ3 = λ4 = 0.0889 .

The optimal value of the utility function is 1.455 units. In
this example, both positive and negative roots in (12) are
viable for m = 4, with the corresponding values being µ+

4 =
0.9695 and µ−4 = 0.9111, with the utility corresponding to
the former case being U(λ+) = 1.334, which is of course
lower than the optimal utility level of 1.455, consistent with
the result of Proposition 1. It is important to underscore
two features of the optimal solution as illustrated by this
example: First, when there is more than one link at the
same capacity level, if the search for an optimum fails when
some of these links are used this does not necessarily mean
that the search will fail also if additional links with the
same capacity are considered. Second, it is possible for
both positive and negative roots in the expression (12) for
µm to lead to viable candidate solutions. ¦

III. Multiple Users

We now return to the original goal of this paper, that
is the case of multiple users. To formulate this prob-
lem in precise terms, consider a routing and flow control
game involving M parallel links and N players (users).
Let N := {1, . . . , N} be the set of players and as before
M := {1, . . . ,M} be the set of links. Let λij ≥ 0 denote
the flow of Player i over link j, and λj =

∑N
i=1 λij denote

total flow on link j.
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Each player i chooses {λij}j∈M to maximize his or her
utility function. The total throughput of Player i over all
the links is

∑
j∈M λij , and, using an M/M/1 queue model

as before, the average delay for the generic Player i is given
by

di(λ) =



1∑
j∈M λij

∑
j∈M

λij
cj − λj

,
∑
j∈M

λij > 0

1
M

∑
j∈M

(
1

(cj −
∑

n∈N ,n 6=i
λnj)

)
,

∑
j∈M

λij = 0

where cj is the capacity of link j. As in the previous section,
we again adopt the labeling c1 ≥ c2 ≥ . . . ≥ cM . As
a natural counterpart of (3), in the single-user case, the
utility function of Player i is taken to be in the form:

Ui(λ) =


( ∑
j∈M

λij

)β+1/∑
j∈M

λij
cj − λj

,
∑
j∈M

λij > 0

0 ,
∑
j∈M

λij = 0

where λ here stands for the collection {λij}i∈N ,j∈M, and
again β ∈ (0, 1). Note that β (the parameter that captures
the tradeoff between throughput and delay) is taken here
to be player independent. We will, however, take β to
depend on N (for reasons to be clear shortly), and write
it also as βN . To indicate the explicit dependence of the
utility functions on N , we will also write Ui as UNi where
necessary, and write the logarithm of UNi , except for the
case

∑
j∈M λij = 0, by LNi , where

LNi (λ) = (βN + 1) log
∑
j∈M

λij − log
∑
j∈M

λij
cj − λj

(17)

A few observations and remarks are in place here. First
note that since Player i will be maximizing Ui(λ), and
Ui(λ) = 0 when

∑
j∈M λij = 0, (17) can be considered

as the utility of Player i without any loss of generality.
Second, a decision maker need not correspond to a single
connection, so that the utility need not be considered at a
packet level, that is as a power of throughput divided by
the delay as experienced by a single connection. Instead,
a decision maker could correspond to a service provider
that generates through its subscribers a flow of calls. The
throughput of a call can then be taken to be constant, and
then the throughput determined by the decision maker will
correspond to the average number of calls that can be gen-
erated by his subscribers. The utility part that corresponds
to the throughput of a service provider could then also be
viewed as a result of some pricing mechanism; a detailed
study of this, however, is beyond the scope of this paper.

We now seek a Nash equilibrium solution [2] for the
N-player game introduced above; that is, an N-tuple
{λ∗ij}i∈N ,j∈M that satisfies for all {λij}j∈M, and for all
i ∈ N :

UNi ({λ∗ij}j∈M, {λ∗kj}k∈N ,k 6=i,j∈M)

≥ UNi ({λij}j∈M, {λ∗kj}k∈N ,k 6=i,j∈M) .

Of course, the same set of inequalities can equivalently be
written in terms of LNi instead of UNi .

To obtain closed-form expressions for such a solution
seems to be out of reach for the most general case, partic-
ularly in view of the non-concave nature of the individual
utility functions. In view of this, we will focus here on the
asymptotic case where the number of users is large. We will
show that, under some appropriate conditions, symmetric
Nash equilibrium takes on a simple form in the limit as
N → ∞, and the limiting solution exhibits an appealing
delay-equalizing property as in Wardrop equilibrium [11],
[18].

Before delving into the derivation of asymptotic equilib-
rium policies of the users, let us make it precise what we
mean by an asymptotic Nash equilibrium.

Definition 1: For the N player game defined above, with
N arbitrarily large, let λ∗ij(N), i ∈ N , j ∈ M be a set of
policies (flow rates) for the users, which are defined for all
positive integers N , and show possible dependence on N .
We say that these constitute an asymptotic Nash equilib-
rium, or are asymptotic equilibrium policies if, for all i ∈ N ,

lim
N→∞

LNi ({λ∗ij(N)}j∈M, {λ∗kj(N)}k∈N ,k 6=i,j∈M) =

lim
N→∞

max
{λij}j∈M

LNi ({λij}j∈M, {λ∗kj(N)}k∈N ,k 6=i,j∈M) . (18)

¦
Of course, (18) could have been expressed also in terms of

UNi , or any continuous monotonically increasing function
of UNi , without affecting the definition. Now, a further
refinement can be brought in to an asymptotic Nash equi-
librium by specifying how close the two expressions in (18)
are for finite but arbitrarily large N . In this case one has
to work with a specific structure for the utility function,
which we choose to be the logarithmic utility function LNi .
This further refinement is now captured by the definition
below.

Definition 2: For the N player game defined earlier, with
the logarithmic utility functions and with N arbitrarily
large, let λ∗ij(N), i ∈ N , j ∈ M be a set of asymptotic
equilibrium policies (flow rates) for the users. We say
that these constitute an O(1/N) Nash equilibrium, or are
O(1/N) equilibrium policies, with exponent κ, if there ex-
ists a nonpositive scalar κ, independent of N , such that,
for all i ∈ N ,

LNi ({λ∗ij(N)}j∈M, {λ∗kj(N)}k∈N ,k 6=i,j∈M) =

max
{λij}j∈M

LNi ({λij}j∈M, {λ∗kj(N)}k∈N ,k 6=i,j∈M) (19)

+
κ

N
+ o(1/N) .

¦
Now, toward obtaining the asymptotic equilibrium solu-

tion (which we will also show to be in O(1/N) Nash equi-
librium), let us first assume that for each N the Nash equi-
librium exists and is an inner solution, i.e., λ∗ik(N) 6= 0
∀i ∈ N , k ∈M, and consider the first-order necessary con-
ditions given by

∂Li
∂λik

= 0 ∀ i ∈ N , k ∈M , (20)
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which are equivalent to: ∀ i ∈ N , k ∈M ,

βN + 1∑
j∈M

λij(N)
− ck − λk(N) + λik(N)

(ck − λk(N))2
∑
j∈M

λij(N)
cj − λj(N)

= 0 . (21)

In order to obtain nontrivial solutions to (21) in the limit
as N → ∞, we will scale the parameter βN appropriately
with respect to N , specifically as

βN =
α

N
∀N , (22)

where α is a positive constant. This scaling is reminiscent
of heavy-traffic limit results for certain stochastic models
of communication networks where appropriate scaling is in-
voked on the problem parameters to obtain meaningful lim-
iting solutions; see [17], [8], [13], [7] and references therein.
To motivate this particular scaling in the context of our
model here, consider a simpler version of this model where
there is only one link, i.e., M = 1. It is easy to see from (21)
that in this case the Nash equilibrium solution is unique3,
symmetric, and given by4

λi1(N) =
βN

N βN + 1
c1 =: λ∗(N) , i ∈ N .

Note that the corresponding total flow over the link is λ1 =
Nλ∗(N) , and hence to ascertain finiteness of the resulting
delay in the limit as N →∞, we have to require βN to be
of the order of 1/N . Under this scaling (22) for βN , we first
present an informal derivation of the limiting value of the
solution that satisfies the first-order necessary conditions
given by (21), and then make the result precise.

We henceforth restrict our attention only to solutions
that are symmetric across the users, which is a reasonable
assumption given that the players (users) enter the game
symmetrically:

λij(N) = λj(N)/N ∀i ∈ N , and each j ∈M .

In view of this assumption, (21) can equivalently be written
as: ∀ k ∈M ,

N(βN + 1)
λ(N)

− ck − λk(N) + λk(N)/N

(ck − λk(N))2
∑
j∈M

λj(N)/N
cj − λj(N)

= 0 , (23)

where

λ(N) :=
M∑
j=1

λj(N) .

Note that by our “inner solution” assumption, λ(N) >
0 ∀N .5 Now, using βN = α/N in (23) yields ∀ k ∈M ,

α+N

λ(N)
− N(ck − λk(N)) + λk(N)

(ck − λk(N))2
∑
j∈M

λj(N)
cj − λj(N)

= 0 ,

3Uniqueness follows because (21) is also sufficient in this case.
4For consistency in notation, we still use a subscript “1” to desig-

nate the link, even though there is only one link.
5Even without the “inner solution” assumption, this property holds

because Ui(λ) = 0 when the total throughput of Player i is zero,
i ∈ N .

which can be written as

N

λ(N)

[
1− 1

ck − λk(N)
· λ(N)∑
j∈M

λj(N)
cj − λj(N)

]

+
α

λ(N)
− λk(N)

(ck − λk(N))2
∑
j∈M

λj(N)
cj − λj(N)

= 0 (24)

We are interested in the solution to this set of M equations
for large N .

Consider any convergent subsequence of {λk(N)} and
denote its limit by λk. Assume that λk < ck, k ∈ M,
and further that λ̄ :=

∑
k∈M λk > 0. Then, from (24), the

quantity

lim
N→∞

N

λ(N)

[
1− 1

ck − λk(N)
· λ(N)∑
j∈M

λj(N)
cj − λj(N)

]

is finite for each k ∈M; that is, for some constants {hk},

1− 1
ck − λk(N)

p(N) =
1
N
hk + o(1/N) , k ∈M ,

where (along the subsequence identified earlier),

lim
N→∞

p(N) = p̄ = λ̄

/∑
j∈M

λj
cj − λj

.

This leads to

ck − λk(N) =
[
1 +

1
N
hk
]
p(N) + o(1/N) .

Thus, to an o(1/N) approximation,

cj − λj(N) = c1 − λ1(N) +
µj
N
, j > 1, (25)

for some constants µj := (hj−h1)p̄, with µ1 = 0. Introduce

f(N) :=
N

λ(N)

[
1− 1

c1 − λ1(N)
· λ(N)∑
j∈M

λj(N)
cj − λj(N)

]
. (26)

Substituting (25) into (26) and ignoring the o(1/N) terms,

f(N) =
N

λ(N)

[
1− 1

c1 − λ1(N)
·

· λ(N)∑
j∈M

λj(N)
c1 − λ1(N)

(1− µj
(c1 − λ1(N))N

)

]

=
N

λ(N)

[
1− λ(N)∑

j∈M
λj(N)(1− µj

(c1 − λ1(N))N
)

]
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Thus,

lim
N→∞

f(N) = −
∑
j∈M

λjµj/
[
(c1 − λ1)λ

2]
.

Therefore, as N →∞, (24) becomes (for k = 1):

α

λ
−
∑
j∈Mλjµj

λ
2
(c1 − λ1)

− λ1

λ(c1 − λ1)
= 0 .

Thus, for k = 1, we obtain, in the limit as N →∞,

α =
1

c1 − λ1

λ1 +
1
λ

∑
j∈M

λjµj

 .
For a general k, we have

α =
1

ck − λk

λk +
1
λ

∑
j∈M

λj(µj − µk)

 . (27)

Since, by (25), (ck−λk) is independent of k, we have ∀ k,m,

λk +
1
λ

∑
j∈M

λj(µj − µk) = λm +
1
λ

∑
j∈M

λj(µj − µm) ,

which leads to

λk − λm =
1
λ

∑
j∈M

λj(µk − µm) = µk − µm.

Therefore,

α =
1

ck − λk

λk +
1
λ

∑
j∈M

λj(λj − λk)


︸ ︷︷ ︸

λk−λλk
λ

+ 1
λ

∑
j∈M

λ2
j

=
1

ck − λk
· 1
λ

∑
j∈M

λ2
j , k ∈M . (28)

Next, we explicitly compute λk. In order to solve for the
λj ’s, we first introduce

c̄ :=
∑
j∈M

cj , λ2 :=
∑
j∈M

λ2
j , c2 :=

∑
j∈M

c2j .

Then, from (28), we obtain

αλ
∑
k

(ck − λk) =
∑
k

∑
j

λ2
j ⇔ αλc̄− αλ2

= Mλ2. (29)

Let ζ := ck − λk . Summation over k ∈M yields

Mζ = c̄− λ (30)

This time starting with the relationship λk = ck − ζ ,
squaring both sides, summing over k ∈M, multiplying by
M , and using (30), we arrive at the following relationship:

Mλ2 = Mc2 − 2Mc̄ζ +M2(ζ)2

= Mc2 − 2c̄(c̄− λ) + (c̄− λ)2

= Mc2 − c̄2 + λ
2
. (31)

Using this in (29), we obtain the following quadratic equa-
tion for λ:

(α+ 1)λ
2 − αc̄λ+Mc2 − c̄2 = 0 ,

which admits the solution(s)

λ =
α±

√
(α+ 2)2 − 4(α+ 1)Mν

2(α+ 1)
c̄ (32)

where ν = c2/c̄2. For all this to be valid, at least one of the
solutions above should satisfy the bounds

0 ≤ λ ≤ c̄ , (33)

in which case the corresponding individual λj ’s (that is,
total flows over the individual links) become

λj = cj −
c̄− λ
M

, j ∈M , (34)

provided that
λj ≥ 0 ∀ j ∈M . (35)

Theorem 4: Suppose that there exist {λj}Mj=1 satisfying
(32)-(35). Then,

λij =
λj
N
, i ∈ N , j ∈M , (36)

constitute an O(1/N) Nash equilibrium with exponent

κ = α log
2λ̄√

γQ+ αMγ
< 0 , (37)

where

Q :=
λ

2 −Mλ2

γ
+ α2M2γ > 0 , (38)

and

γ :=
λ2

αλ
. (39)

Proof: Let us fix the flows of all users except those of
a generic user, Player i, as given by (32)-(35). Let the
flows of Player i, arbitrary at this point, be denoted by
ηim, m ∈ M. Then, what Player i faces is a single-user
problem of the type studied in Section 2, with the capacity
of link m, m ∈M, as seen by Player i being

cim = cm −
N − 1
N

λm ≡
1
αλ

λ2 +
1
N
λm , m ∈M . (40)

Note that λm, λ2, λ all being independent of N , cim above is
a (1/N)-perturbation around a nominal constant capacity
(λ2/αλ) per link (independent also of the user), and hence
the generic user sees an almost equal link capacity network.
By Theorem 2, there exists an N∗, sufficiently large, such
that for all N > N∗ Player i’s response to (32)-(35) is
an inner solution. Further, for each such N , the solution
is unique, and obtained as the unique stationary point of
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UNi , with all other users’ policies fixed as given, that is of
the function

V Ni ({ηij}j∈M) =

(
M∑
m=1

ηim

)1+ α
N /(

M∑
m=1

ηim
cim − ηim

)
(41)

where cim is given by (40). It now readily follows from The-
orem 1, and particularly expression (15), that the unique
inner maximizing solution for V Ni , alluded to above, yields
the value:

max
{ηij}j∈M

V Ni ({ηij}j∈M) =
(ci − µ cisq)1+ α

N

cisq −Mµ
µ =: V Ni

∗

(42)
where ci and cisq are given by

ci :=
M∑
m=1

cim = c− λ+
λ

N
≡Mγ +

λ

N
,

cisq :=
M∑
m=1

√
cim =

M∑
m=1

√
γ +

λm
N

,

with γ defined by (39), and µ given by (9) with the negative
sign, and with csq and c replaced by cisq and ci, respectively.
Equivalently,

µ =
((

2 +
α

N

)
cisq −

√
Q
)/(

2M
(

1 +
α

N

))
,

with

Q :=
(

2 +
α

N

)2

cisq
2 − 4M

(
1 +

α

N

)
ci

≡ α2

N2
cisq

2
+ 4

(
1 +

α

N

)(
cisq

2 −Mci
)
.

Our goal now is to compute V iN
∗ for N sufficiently large,

and particularly as N → ∞. Toward this end, we start
with the fact that for any real positive number x,

√
1 + x = 1 +

x

2
− x2

8
+O(x3) ,

and use it to obtain the expansion:√
γ +

λk
N

=
√
γ

(
1 +

λk
2γN

− 1
8

(
λk
γN

)2

+O

(
1
N3

))
,

which further leads to

cisq =
√
γ

(
M +

λ

2γN
− λ2

8γ2
· 1
N2

+O

(
1
N3

))
, (43)

and

cisq
2 −Mci =

λ
2 −Mλ2

4γ
· 1
N2

+O

(
1
N3

)
. (44)

In view of these expansions, we have

Q =
λ

2 −Mλ2

4γ
· 4
N2

+
α2M2γ

N2
+O

(
1
N3

)
≡ Q · 1

N2
+O

(
1
N3

)
,

where Q is precisely the one given by (38), which can also
be written as

Q ≡ c2 −Mc2 + α2(c− λ)2

c− λ
M .

Note also that

µ =
cisq
M
− 1

2MN

(
αcisq +

√
Q

)
+ o(1/N). (45)

For this expression to be valid, it is of course necessary
that Q be positive, which however readily follows from the
positivity of Q for all sufficiently large N , which itself fol-
lows from the single-user result embodied in Theorem 2. It
is also possible to show positivity of Q directly, which we
quickly do here for the sake of completeness: Start with
the obvious inequality(

M(λ2)− λ2
)2

> −Mλ2(λ)2 ,

which is equivalent to

M2(λ2)2 −Mλ2(λ)2 + (λ
2
)2 > 0 .

Dividing throughout by λ
2

and using the definition of γ,
leads to Q > 0.

Now, first expanding the numerator of the expression
(42) for V Ni

∗, but without the power (1+α/N), we obtain:

ci − µcisq =

(
γαM

2
+

√
γQ

2

)
1
N

+ o(1/N)

and next expanding the denominator of (42), we get:

cisq −Mµ =
Mα
√
γ +

√
Q

2N
+ o(1/N).

Hence,

lim
N→∞

V Ni
∗

= lim
N→∞

[(√
Q+ αM

√
γ

) α
N
(

1
2N

) α
N ·

·γ
1+

α

2N

]
= γ ≡ c̄− λ̄

M
. (46)

On the other hand, with ηij = λij as given in Theorem 4
substituted into V Ni given by (41), yields

V Ni ({λj/N}) =
(λ/N)1+α/N

α(λ)2

Nλ2

= γ

(
λ

N

) α
N

=
c− λ
M

(
λ

N

) α
N

.

(47)
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This tends to (c̄ − λ̄)/M as N tends to infinity, which
is identical with (46). Hence, the policies in Theorem 4
indeed constitute an asymptotic Nash equilibrium.

To prove that they are also in O(1/N) equilibrium, it
will be sufficient to compute, using the expansions already
obtained,

log V Ni ({λj/N})− log V Ni
∗

=
α

N
log

2λ̄√
γQ+ αMγ

+ o(1/N)

which is exact to the (1/N) term. The exponent κ also
readily follows from the above expression, which is also
negative as the following sequence of simple steps shows:

Mλ2 > λ
2 ⇐⇒ 4Mλ2 > 3λ

2
+Mλ2

⇐⇒ 4αMλγ > 3λ
2

+Mλ2

⇐⇒ λ
2 −Mλ2 + α2M2γ2 > 4λ

2 − 4αMλγ + α2M2γ2

⇐⇒ γQ >
(
2λ− αMγ

)2
=⇒

√
γQ+ αMγ > 2λ

¦

Theorem 4 has provided a characterization of a sym-
metric O(1/N) Nash equilibrium provided that (32)-(35)
admit a solution. This inevitably requires that flows on all
M links be positive, which may not always be the case.
In other words, a symmetric O(1/N) Nash equilibrium
with nonzero flows on all the links may not exist, even
though there may still exist a symmetric O(1/N) Nash
equilibrium that uses only a subset of the links, that is
Sm := {1, . . . ,m} for some m. Such a solution would be ob-
tained by simply substituting m for M in (32)-(35). Now,
even if a solution exists to (32)-(35) with m < M replacing
M , it does not necessarily follow from Theorem 4 that the
resulting policies, extended by assigning zero flows to links
in Scm will be in O(1/N) Nash equilibrium. They would be
in O(1/N) Nash equilibrium when restricted to Sm (this
follows readily from Theorem 4), but this property may not
hold in the extended game with all M links. What needs to
be shown is that when all players except one use the flows
dictated by the result of Theorem 4 with m < M replac-
ing M , and zero flows on the remaining M −m links, then
the remaining player does not have any incentive (in terms
of maximizing his utility) in using any of the links outside
Sm. Assuring this will inevitably impose some restriction
on the capacities of the links belonging to Scm relative to
the excess capacities left for that player on the links be-
longing to Sm, which is what the next theorem does. It
provides testable necessary and sufficient conditions for a
set of positive flows on only a subset of the links to consti-
tute a symmetric O(1/N) Nash equilibrium for the original
M -link network.

Theorem 5: For some Sm, suppose that there exists a
solution to (32)-(35), with the corresponding total flow on
Link j denoted by λ(m)

j . Then, the set of flows

λij(N) =
{
λ

(m)
j /N, j ≤ m

0 j > m ,
, j ∈M, i ∈ N , (48)

provides an O(1/N) Nash equilibrium if

cm+1 < c1 − λ(m)
1 . (49)

In this case, the exponent κ in the O(1/N) approximation
is given by (37) with M replaced by m.

Conversely, if cm+1 ≥ c1−λ(m)
1 , then the set of flows (48)

is not in O(1/N) Nash equilibrium nor do they constitute
an asymptotic Nash equilibrium.

Proof: Under the hypothesis of the theorem, fix the flows
of all users except Player 1, as given by (48), and consider
the optimal flow allocation for Player 1. Assume that the
condition (49) holds. Then, the problem faced by Player 1
is a single-user problem (as in the proof of Theorem 4) with
link capacities c1i , i ∈M, where

c1i = c1 +O(1/N), i = 2, 3, . . . ,m,

and

c1j = cj < c1m, j > m.

We will now show that this single-user problem does not
admit a solution for any Sn, n > m. Since c1m+1 < c1m, we
have(

1
n

n∑
i=1

√
c1i

)2

<
1
n

(
n∑
i=1

c1i

)
⇐⇒ c̄1sq,n < nc̄1n , (50)

where the notation is that of (13) with only superscript 1

added. In view of the strict inequality in (50), the discrim-
inant in the expression (12) is negative when β = 0, and
by continuity for all positive values of β sufficiently close to
zero (and hence for all sufficiently large N). This implies
that µn given by (12) does not exist for sufficiently large
N. Thus, there is no incentive for Player 1 to use the links
outside the set Sn, and therefore the result of Theorem 4)
applies with just M replaced by m. Hence, the set of poli-
cies (48) provides a symmetric O(1/N) Nash equilibrium
under the given condition cm+1 < c1 − λ(m)

1 .
Next, suppose that cm+1 > c1 − λm1 . Considering the

set of links Sm+1, by the argument above, for large N, the
optimal response of Player 1 is to allocate all its flow to
Link m + 1. Thus, the solution to (32)-(35) cannot be in
O(1/N) Nash equilibrium, nor in asymptotic Nash equi-
librium, because the optimal response of Player 1 (which
uses Link m + 1) with the flows of all other players fixed
as given results in an O(1) improvement in his logarithmic
utility. If cm+1 = c1 − λm1 , then by our earlier discussion
of the single-user problem, Player 1 will distribute its total
flow among all m+ 1 links and again the solution does not
provide an O(1/N) Nash equilibrium, nor an asymptotic
Nash equilibrium. ¦

The two theorems included in this section provide, in a
sense, the complete solution to the combined routing and
flow control problem with multiple links and an arbitrarily
large number of users. They provide testable conditions for
a characterization of the entire set of symmetric O(1/N)



11

Nash equilibria, where the number of tests is equal the
number of links, M . Each test involves checking the ex-
istence of a solution to (32)-(35) interpreted for a general
m, and if m < M also checking condition (49). If all these
conditions fail, for all m ∈M, then the network game does
not admit any symmetric O(1/N) Nash equilibrium, but
we should note that this does not rule out the existence
of an O(1/N) Nash equilibrium which is not symmetric
across players.

Even though the conditions embodied in the two theo-
rems are easily testable through numerical computation, it
may still be desirable to translate these conditions into ones
that involve simple regions in the space of all parameters
defining the network game. One set of such conditions is
provided in Appendix II for the case corresponding to full
use of all links of the network (that is, the situation cov-
ered by Theorem 4), but can easily be extended to cover
the set-up of Theorem 5 by simply replacing M with m
and requiring also satisfaction of (49).

IV. Examples of symmetric O(1/N) Nash
equilibria

We present in this section two numerical examples which
illustrate various features of symmetric O(1/N) Nash equi-
libria.

Example 3: Consider the same network of links as in Ex-
ample 1 of Section II-D, with α = 0.9. There is no solution
to (32)-(35) if we consider Sm for m ≥ 7. For m = 6, the
positive square root in the expression (32) leads to a fea-
sible solution, with the corresponding value for (32) being
λ̄+ = 182.95. The negative one, λ̄− = 30.206, however
does not, since it leads to a negative λ6. The flows corre-
sponding to λ̄+ are, from (33):

λ1 = 55.49, λ2 = 45.49, λ3 = 35.49,

λ4 = 25.49, λ5 = 15.49, λ6 = 5.49.

It is easy to verify that the condition given in Theorem 5
is satisfied in this case, and thus, we have a symmetric
O(1/N) Nash equilibrium. The exponent κ in the O(1/N)
approximation is κ = −0.0875 .

For m < 6, (32)-(35) provide a solution, but the condi-
tion given in Theorem 5 is not satisfied, and thus, there is
no symmetric asymptotic Nash equilibrium where the users
send positive flow on only the first five (or fewer) links. ¦

Example 4: This example will demonstrate the existence
of multiple O(1/N) Nash equilibria. Specifically, consider
a network of 10 links with

c1 = 100, and cm = 50, m = 2, 3, . . . , 10,

and with α = 0.9. In this case, it turns out that all 10 links
can be used, and hence Theorem 4 directly applies, with
both positive and negative square roots in the expression
(32) for λ̄ yielding feasible solutions. Hence we have two

symmetric O(1/N) Nash equilibria. The one corresponding
to the positive square root, λ̄+ = 201.9, is:

λ1 = 65.19; λm = 15.19, m = 2, 3, . . . , 10 ,

and the one corresponding to the negative square root,
λ̄− = 58.7, is:

λ1 = 50.87; λm = 0.87, m = 2, 3, . . . , 10 .

Again we see the delay-equalizing property in both cases.
Finally, the exponents for the O(1/N) approximation for
these two sets of policies are

κ+ = −0.1472 , κ− = −0.7773 .

To explore the possibility for other Nash equilibria (with
fewer links used with positive flow), we computed λ̄ for all
m < 10. For Sm, m = 6, 7, 8, 9, both the positive and neg-
ative square roots provide {λi} that satisfy (32)-(35), but
the condition in Theorem 5 for an O(1/N) Nash equilib-
rium is not satisfied for any of these. Thus, none of these
solutions constitute an O(1/N) Nash equilibrium. For Sm,
m = 2, 3, 4, 5, there exists no {λi} that satisfies (32)-(35).
For S1, the negative square root yields solution to (32)-(35)
given by λ1 = 47.37. Since c2 = 50 < 52.63 = c1−λ(1)

1 , the
condition of Theorem 5 is satisfied, and hence there is in-
deed an O(1/N) Nash equilibrium where all users use only
Link 1. The exponent κ in this case is κ = −0.6904. Note
that the total flow over the network under this O(1/N)
Nash equilibrium (which is 47.37) is less than the ones un-
der the other O(1/N) Nash equilibria above which dictate
use of all 10 links (which are 201.9 and 58.7). ¦

An interesting feature exhibited by this last example is
that it is possible for O(1/N) Nash equilibria for a partic-
ular network game to dictate use of all available links or
only one link for all users, and nothing in between.

V. Conclusions

We have obtained explicit expressions for asymptotic and
O(1/N) Nash equilibria in a network with M parallel links
and a large number, N , of players who attempt to choose
routes and flows to maximize their individual utility func-
tions, which are taken as the ratio of some positive power
of the total throughput of that user to the average delay
seen by the user. We have focused only on the symmetric
equilibria, which turned out to have the appealing property
that as the number of players, N , becomes arbitrarily large,
the delays over all links with positive flow become equal. It
would be interesting to explore whether the problem also
admits nonsymmetric O(1/N) Nash equilibria, and what
their properties would be. It would also be interesting to
study the more general network game where different users
or different groups of users have different delay-throughput
tradeoff parameters, β’s (or α’s), in which case it will be
necessary to consider nonsymmetric equilibria. Other ex-
tensions one can envision are: (i) studying the existence
and characterization of Nash equilibria in the case of a finite
number of users; (ii) developing distributed dynamic algo-
rithms for the users’ myopic response behavior to evolve
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(converge) to the O(1/N) Nash equilibrium; (iii) develop-
ing the counterparts of these results for general topology
networks, such as [1]; and (iv) exploring the possibilities of
other types of scaling (of β with respect to N) and their
implications on existence of Nash equilibria.

VI. Appendix I: Proof of Theorem 2

In this appendix we provide a proof for Theorem 2 given
in Section 2. Let us first introduce some notation and state
some properties of the utility function to be maximized by
the generic user.

Let f(λ; c) denote the utility function (3), where we show
here its explicit dependence on the link capacities vector
c := (c1, . . . , cM ), in addition to the throughput vector λ :=
(λ1, . . . , λM ). The domain of definition for f as a function
of λ is [0, c1]× · · ·× [0, cM ]. Note that on this domain, f is
a continuous function of λ for each fixed c. Furthermore,
as a function of c, for fixed λ ≥ 0, it is continuous in the
domain [λ1,∞)×· · ·×[λM ,∞). Moreover, f(λ; c) ≥ 0, with
equality holding if and only if either λ = 0 or λm = cm for
at least one m = 1, . . . ,M . Now consider, for fixed c > 0,
the maximization problem:

max
λm∈[0,cm],m=1,...,M

f(λ; c) (51)

Since f is continuous (in λ) and the constraint set is closed
and bounded, a maximum exists (which we denote by
λ∗(c), and the maximum value by f∗(c)), and furthermore
since f takes the value zero when λm = cm for any m, we
have λ∗m(c) < cm.

Now let co denote the vector of link capacities, whose
components are all equal, with (by a slight abuse of nota-
tion) co also denoting the common value of these individual
components. Then, we know that

λ∗m(co) =
β

β + 1
co , m ∈M := {1, . . . ,M}

is the unique solution to (51), which is clearly an inner
solution.

Two further properties of f will be useful in the devel-
opment below:

f(λ−m, λm = 0; co) < f∗(co) , ∀λi ∈ [0, co], i 6= m, m ∈M
(52)

and for any c′ := (c′1, . . . , c
′
M ) such that c′i ≥ ci ∀ i,

f(λ; c) ≤ f(λ; c′) , ∀λm ∈ [0, cm], m ∈M . (53)

Consider now the following class of perturbed optimiza-
tion problems:

max
λi∈[0,co

i
+δi],i=1,...,m

fm(λ; co + ∆) , m ∈M (54)

where ∆ := (δ1, . . . , δM ), and fm is f with λm+1 = · · · =
λM = 0, that is with only the first m links.

The following lemma now says that the maximum value
of fm in (54) for each fixed m can be made sufficiently close
to f∗m(co) by picking δi’s sufficiently close to zero.

Lemma A.1: Given ε > 0, ∃ δ > 0 such that ∀ δi,
|δi| < δ, i ≤ m,

−ε+ f∗m(co) < max
λi∈[0,co

i
+δi],i=1,...,m

fm(λ; co + ∆)

< f∗m(co) + ε

Proof: Define δ+
i := max(δi, 0), ∆+ := (δ+

1 , . . . , δ
+
M ), and

note that in view of property (53),

max
λi∈[0,co

i
+δi],i∈M

f(λ; co + ∆)

≤ max
λi∈[0,co

i
+δi],i∈M

f(λ; co + ∆+)

≤ max
λi∈[0,co

i
+δ+

i
],i∈M

f(λ; co + ∆+)

≤ max
λi∈[0,co

i
+δ],i∈M

f(λ; co + δ1M ) (55)

where 1M is the M-dimensional vector with all entries 1.
Here the first inequality follows because the function to the
maximized on the RHS is no smaller than the one on the
LHS; the second inequality follows because the constraint
set is no smaller; and the third inequality follows for both
reasons above.

Now consider the maximization problem

max
λi∈[0,co+δ′′],i∈M

f(λ; co + δ′1M ) (56)

where δ′′ ≤ δ′. Since f(λ; c) → 0 as λi approaches the
upper limit of its constraint, for any i, ∃ δ′′′ ≤ δ′ such
that ∀ δ′′, 0 < δ′′ < δ′′′, the maximization problem (56) is
equivalent to the one below:

max
λi∈[0,co],i∈M

f(λ; co + δ′1M ) (57)

Since f(λ; co + δ′1M ) is continuous in δ′ ≥ 0 for each λ ∈
[0, co]×· · ·×[0, co], where the latter is a closed and bounded
subset of RM , given ε > 0, ∃ δ̃ such that ∀ δ′, 0 ≤ δ′ < δ̃,
and ∀λi ∈ [0, co], i ∈M ,

f(λ; co + δ′1M ) < f(λ; co) + ε .

This property immediately leads to the bound:

max
λi∈[0,co],i∈M

f(λ; co + δ′1M ) < max
λi∈[0,co],i∈M

f(λ; co) + ε

= f∗(co) + ε .

In view of this bound, picking δ = min(δ′′′, δ̃) in (55), pro-
vides the bound

max
λi∈[0,co+δi],i=1,...,m

fm(λ; co + ∆) < f∗m(co) + ε ,

which is the RHS inequality of the Lemma, for m=M. One
can go through the same steps for any m < M as well,
where δ could actually depend onm. But since there is only
a finite number of them, taking the smallest one proves the
result (RHS only) for arbitrary m.

To prove the LHS inequality of the Lemma, we go
through similar steps, but this time obtaining lower bounds
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instead of upper. Letting δ−i := min(δi, 0), ∆− :=
(δ−1 , . . . , δ

−
M ), the first set of inequalities in the proof above

is now replaced by

max
λi∈[0,co+δi],i∈M

f(λ; co + ∆) ≥

≥ max
λi∈[0,co+δ−

i
],i∈M

f(λ; co + ∆)

≥ max
λi∈[0,co+δ−

i
],i∈M

f(λ; co + ∆−)

≥ max
λi∈[0,co−δ],i∈M

f(λ; co − δ1M )

≥ f∗(co)− ε

and this completes the proof of the Lemma. ¦

We now use the result of Lemma A.1 above to prove
Theorem 2 of Section 2. What we need to show is that
there exists an open neighborhood of co ∈ RM such that
in that neighborhood the solution to (51) still requires all
M links to be used, as λ∗(co) does.

Toward this end, let the maximum of f(λ; c) with λM = 0
be f∗M−1(c), and without this constraint be f∗M (c), which
we had denoted earlier as f∗(c). Since f(λ; co) has a unique
maximum, we already know that

α := f∗M (co)− f∗M−1(co) > 0 .

Then, picking ε = α/3 on the RHS inequality of
Lemma A.1, with m = M − 1, leads to:

max
λi∈[0,co+δi],i=1,...,M−1

f(λ−M , λM = 0; co + ∆)

< f∗M−1(co) + ε = f∗M (co) + ε− 3ε = f∗M (co)− 2ε

whereas doing the same on the LHS inequality of
Lemma A.1, with m = M , leads to:

max
λi∈[0,co+δi],i=1,...,M

f(λ; co + ∆) > f∗M (co)− ε

which (when compared with the previous inequality) shows
that there is loss of performance if the M’th link is dropped.
This completes the proof of Theorem 2.

VII. Appendix II: Existence Analysis

We provide in this Appendix direct conditions on the pa-
rameters of the network game under which the discriminant
in (32) is nonnegative and at least one of the solutions λ̄+

and λ̄− satisfy conditions (33) and (35), equivalently con-
ditions on the parameters for the network game to admit a
symmetric O(1/N) Nash equilibrium with positive flow on
all M links. The lengthy but fairly straightforward analy-
sis that has led to these results has not been included here.

Let us first introduce some notation:

ĉ := cM/c̄ ,

ν := c2/c̄2 (58)

p := 2
[
Mν − 1 +

√
(Mν − 1)Mν

]
(59)

q :=
ν

(1−Mĉ)ĉ
− 2−Mĉ

1−Mĉ
, if ĉ <

1
M
, (60)

:= 0 , if ĉ =
1
M

r := (1−Mĉ)/(Mĉ− 1
2

) (61)

We now consider two complementary regions for the pa-
rameter values (which do not depend on α):

Region A: M ĉ < 1/2
If α ≥ q, (32) with the positive square root, λ̄+, satisfies
both conditions (33) and (35).
Otherwise, there is no feasible solution to (32)-(35) when
parameters lie in Region A.

Region B: M ĉ > 1/2
Subcase 1. α ≥ max{p, r}.
Again λ

+
satisfies both conditions (33) and (35).

Subcase 2.

max{p, q} ≤ α ≤ r and ν ≤ Mĉ2

2Mĉ− 1

Under these two conditions, again λ
+

satisfies both condi-
tions (33) and (35).
Subcase 3.

max {p, r} ≤ α ≤ q and ν ≥ Mĉ2

2Mĉ− 1
.

The condition of subcase 1 is subsumed by these two con-
ditions, and hence λ

+
is a feasible solution here. However,

under these two more restrictive conditions, (32) with the
negative square root, λ̄−, also provide a feasible solution,
satisfying both conditions (33) and (35). Hence, in this
case we have two solutions.
Subcase 4.

If the conditions of the three subcases above fail, then
there is no feasible solution to (32)-(35) when parameters
lie in Region B.

We now make a few useful observations based on the
results above:
1. The maximum possible value of Mĉ is 1, which is at-
tained when all the link capacities are equal. What dis-
tinguishes Region A from Region B is, roughly speaking,
whether the difference between the largest and smallest
link capacities is relatively large (the former) or relatively
small (the latter). On the boundary between the two re-
gions, that is in the limiting case Mĉ = 1/2, a solution
(and a unique one) exists if and only if α ≥ 4Mν−3 , and
the solution is λ

+
. In this case , q > p, and Region A solu-

tion and Region B Subcase 2 lead to the same asymptotic
result.
2. In Subcase 1 of Region B, it is possible for max {p, r}
to be p as well as r.
• If Mĉ is closer to 1, then p dominates (e.g., M = 3,
c1 = 3

2 , c2 = c3 = 1 ⇒ Mĉ = 6
7 ).
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• If Mĉ is closer to 1/2, then p is the smaller quantity (e.g.,
M = 3, c1 = 3, c2 = c3 = 1 ⇒ Mĉ = 3

5 ).
• For M = 3, c1 = 2, c2 = c3 = 1 makes them equal.
3. If all ci’s are equal, from Subcase 1, no restriction is
imposed on α, and the discriminant in (32) is zero, leading
to the solution λ = (α/α+ 1) c̄, and hence

λi =
α

α+ 1
ci ∀ i ∈M .

4. For the network game of Example 3 in Section 4,

ĉ =
1
55
, Mĉ =

2
11

<
1
2
, ν =

7
55
, q =

57
9
,

which puts us in Region A. Since q > α = 0.9, the condition
fails, and there is no feasible solution—consistent with the
result of Example 3 that there is no symmetric O(1/N)
Nash equilibrium with positive flow on all links.
5. For the network game of Example 4 in Section 4,

ĉ =
1
11
, Mĉ =

10
11

>
1
2
, ν = 0.1074 , r = 0.1010 ,

p = 0.7141 , q = 1 ,

and since α = 0.9, we have the strict ordering r < p <
α < q, which puts us in Region B, Subcase 3, implying
that both λ̄+ and λ̄− are feasible—consistent with what
was reported in Section 4.
6. Replacing M with m < M in the conditions presented
above would provide a set of direct conditions applicable to
networks where only m out of M links carry positive flow
(the situation covered by Theorem 5). Of course in this case
one also have condition (49) to check, but at least the direct
conditions above would help to eliminate infeasible cases.
For example, in the network game of Example 3, one can
show that these conditions fail not only for m = M = 10,
as shown in item 4 above, but also for all m ≥ 7. For
example, for m = 7, mĉm = (4/7) > (1/2), which puts us
in Region B. However, the ordering

p = 0.7575 < α = 0.9 < q = 1.083 < r = 6 ,

tells us that there is no feasible solution. For m = 6, on
the other hand, mĉm = (2/3) > 1/2), which puts us again
in Region B. The ordering in this case is:

p = 0.5707 < r = 0.6667 < q = 0.7333 < α = 0.9 ,

which is Subcase 1, telling us that λ̄(m)
+

is feasible for
m = 6. This is of course all consistent with what was
reported in Section 4 for Example 3.
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