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1 Introduction

We consider the problem of evaluating the performance of TCP (Transmission Control Protocol) over the Internet [3]. Our approach combines experimental and analytic methods, and proceeds in three steps. First, we use measurements taken over the Internet to provide a basis for the chosen analytic model: a TCP connection is modeled by a single node shared with other connections. Non bottleneck nodes are modeled by fixed delays. Second, we consider a single TCP connection sharing a bottleneck node with other connections. The traffic generated by these connections is assumed to be independent from the behavior of the TCP connection under study. We refer to this traffic as exogenous traffic, and to these connections as non-controlled connections. Third, we consider two TCP connections sharing a bottleneck node. We use fluid models to analyze the behavior of the TCP connections.

2 The TCP/IP flow control mechanism

We describe below the Tahoe version of TCP flow control. This is a dynamic window scheme that uses timeouts to detect packet losses. The window size for a connection is the maximum number of unacknowledged packets allowed for this connection at a given time. The control mechanism increases or decreases the window size depending on whether a packet is acknowledged by the destination or is lost (its timeout has expired). Packets are assigned increasing sequence numbers. When it receives a packet, the destination TCP sends an acknowledgement (ack) containing a sequence number indicating the next packet it is waiting for and that all packets with smaller sequence numbers have been correctly received. Packets received out of sequence are buffered but not acknowledged.

The source TCP maintains an estimator of the round-trip time. When it sends a packets, it starts a retransmission timer with a timeout equal to the current value of the estimator. If the timer expires and the packet is not yet acknowledged, the packet is considered to be lost. At the source, the window size used to regulate the flow of packets into the network is equal to \( \min\{\text{receive window, congestion window}\} \). The size of the receive window is defined by the destination and is fixed. Packet losses are used to adjust the size of the congestion window. Throughout, we refer to the congestion window as just the window and we suppose the receive window is always larger than the congestion window.

The TCP window regulation mechanism works in two phases: the slow-start (SS) and the congestion avoidance (CA) phases. The window is initially set to 1. In the SS phase, it is increased by one every time an ack is received. Therefore, as an ack arrives at the source two packets are generated: one for the received ack and one because the window size is increased by one. This behavior causes a rapid increase of the window size and the amount of data in transit increases rapidly. The SS phase ends when the window reaches a certain level called the slow-start (SS) threshold (unless a loss occurs first). At this point the CA phase starts. The purpose of this phase is to slowly increase the utilization so as to adapt to the available bandwidth. This is done by increasing the current size \( W \) of the window by \( 1/W \) whenever a packet is acknowledged. This phase ends when a packet is lost. When a loss occurs, the SS threshold is set to half the size of the window, the window is then set to 1, and the cycle restarts.

3 Analysis

We model a TCP connection by a single node shared with other connections. This so-called single bottleneck model has been widely used. We have done measurements on Rminet [1] and on the Internet [2] which indicate that this model is appropriate in our case. Thus, our reference model is as follows.
We assume that the exogenous stream is a constant rate stream. As already observed in [4], there are two typical types of cyclic behavior; one containing a single SS phase and one containing two SS phases. This turns out to hold also in the presence of exogenous traffic, as shown in Fig. 2 and 3. Yet the computations are more involved, and interesting phenomena arise (Remark 3.1). We analyze both types of behavior and present conditions on the parameters of the network, that indicate when does each type of behavior occur.

3.1 Analysis of a single connection with a single slow-start phase

Our approach for analyzing the model is based on a fluid model. Similar approaches have been used in [4, 5]. By fluid model we mean that we approximate the dynamics by some averaged flow, and in particular, instead of analyzing the input traffic on the basis of a packet by packet detailed approach, we consider a smoothed inflow where packets are replaced by a fluid, whose rate is a function of time. Our objective is to compute the average throughput, which we denote by $\overline{thp}$ (in [1] we also compute the average round-trip delay).

We define a cycle as the time interval which starts just after the loss of a packet belonging to the controlled source, given that this loss occurs during the CA phase, till the next time instant that such a loss occurs. During a cycle, the window size drops to one. Furthermore, we note that a cycle always includes at least one SS phase, and that it ends during a CA phase. Let $C$ denote the duration of a cycle, and let $N$ be the total number of packets successfully transmitted in a cycle. Then

$$\overline{thp} = N/C. \quad (1)$$

To compute $N$ and $C$, we analyze the dynamic behavior of the window size. Define

\begin{align*}
W(s) &:= \text{window size at time } s. \quad \text{We assume } W(0) = 1.
W\text{th}(s) &:= \text{current value of the SS threshold at time } s.
Q(s) &:= \text{number of packets in the queue (router)}.
B &:= \text{buffer size}.
\mu &:= \text{service rate of the queue}.
\tau_1 &:= \text{time between the transmission of a packet until it reaches the queue}.
\tau_2 &:= \text{time between the departure of a packet from the queue till it reaches the destination}.
\tau &:= 2(\tau_1 + \tau_2) := \text{round-trip delay when the queue is empty} (i.e., the time between the transmission of a packet until its ack is received), not including the service time.
\lambda &:= \text{rate at which exogenous packets are transmitted}. \quad \text{We assume that } \lambda < \mu.
T &:= \tau + \mu^{-1} \text{ "sojourn time" of a packet in an empty system, i.e., the round-trip delay plus the service time } \mu^{-1}.
\beta &:= B/[(\mu - \lambda)\tau] \text{ is a normalized buffer size [4]}.
W_{\text{max}} &:= \text{maximal size attained by the window at the end of the CA phase (before a loss occurs).}
\end{align*}

We assume that $W$, $W_{\text{th}}$, and $Q$ are right continuous. When it is clear, we omit the argument $s$ in quantities such as $W$ and $Q$.

Theorem 1

$$W_{\text{max}} = (B/\mu + T)(\mu - \lambda) + \lambda/\mu, \quad (2)$$

$$W_{\text{th}} = W_{\text{max}}/2, \quad (3)$$

where $N_i$ and $T_i$ ($i = 1, 2, 3$) are given by the following: (i) If $T(\mu - \lambda) < W_{\text{th}}$ then

$$T_1 = T \log(T(\mu - \lambda)), \quad N_1 = T(\mu - \lambda) - 1, \quad (4)$$
\[ T_2 = \frac{W_{th} - T(\mu - \lambda)}{\mu - \lambda} \]  
\[ N_2 = W_{th} - T(\mu - \lambda), \]  
\[ T_3 = \frac{W_{\text{max}}^2 - W_{th}^2}{2(\mu - \lambda)}, \]  
\[ N_3 = \frac{W_{\text{max}}^2 - W_{th}^2}{2}. \]  

(ii) If \( T(\mu - \lambda) \geq W_{th} \) then
\[ T_1 = T \log(W_{th}), \]  
\[ N_1 = W_{th} - 1, \]  
\[ T_2 = T(T(\mu - \lambda) - W_{th}), \]  
\[ N_2 = \frac{T_2^2}{2T} + \frac{W_{th}T_2}{T}, \]  
\[ T_3 = \frac{W_{\text{max}}^2 - (T(\mu - \lambda))^2}{2(\mu - \lambda)}, \]  
\[ N_3 = \frac{W_{\text{max}}^2 - (T(\mu - \lambda))^2}{2}. \]

**Proof:** We first discuss the evolution of the window size over time. If an ack arrives at time \( s \), then
\[ W(s) = \begin{cases} W(s^-) + 1 & \text{if } W(s^-) < W_{th}(s^-) \\ W(s^-) + 1/|W(s^-)| & \text{otherwise} \end{cases} \]  
where \( \lfloor \cdot \rfloor \) denotes the integer part of the argument. If a loss is detected at time \( s \), then, \( W_{th}(s) = W(s^-)/2 \) and \( W(s) \) is set to one. Define
\[ th_{\text{in}}(s) := \text{input rate of fluid originating from the controlled source}, \]  
\[ th_{\text{out}}(s) := \text{rate of fluid originating from the controlled source, at the output of the queue}. \]  
\[ \lambda_{\text{in}}(s) := \text{input rate of fluid originating from the exogenous sources}, \]  
\[ \lambda_{\text{out}}(s) := \text{rate of fluid originating from the exogenous sources, at the output of the queue}. \]  

Note that the rate at which acks arrive is equal to \( th_{\text{out}} \), as long as there is no loss. The total number of packets \( N \) transmitted successfully during a cycle can be expressed as
\[ N = \int_0^{th_{\text{out}}(s)} ds. \]  
To obtain \( th_{\text{out}}(s) \) we will compute
\[ \frac{dW}{dt} = \frac{dW}{dack} \frac{dack}{dt} = \frac{dW}{dack} th_{\text{out}} \]  
where \( dW/dt \) is the rate at which the window grows as a function of time. From (10) we get
\[ \frac{dW}{dack} = \begin{cases} 1 & \text{if } W < W_{th} \\ W^{-1} & \text{if } W \geq W_{th} \end{cases} \]  
so that
\[ \frac{dW}{dt} = \begin{cases} th_{\text{out}} & \text{if } W < W_{th} \\ th_{\text{out}}/W & \text{if } W \geq W_{th}. \end{cases} \]  
As long as the queue is empty, we have
\[ th_{\text{out}}(t) = th_{\text{in}}(t) = W(t)/T \]  
and \( \lambda_{\text{out}} = \lambda \). When it starts building up, then
\[ th_{\text{out}}(t) + \lambda_{\text{out}} = \mu. \]  
Hence, it follows that the queue starts building up when \( W \) reaches the level \( W(t') = T(\mu - \lambda) \). When the queue is nonempty, the output rates of both the controlled as well as the exogenous traffic are smaller than the input rates. It is reasonable to assume then that the output rates are proportional to the input rates. Thus,
\[ th_{\text{out}}(t) = \frac{\mu th_{\text{in}}(t)}{th_{\text{in}}(t) + \lambda}, \]  
\[ \lambda_{\text{out}}(t) = \frac{\mu \lambda}{th_{\text{in}}(t) + \lambda}. \]  

So, \( th_{\text{in}}(t) = th_{\text{out}}(t)\lambda/(\mu - th_{\text{out}}) \). Another equation that relates the input and output rates of the controlled traffic is obtained by noting that the input rate is the sum of the output rate and the rate at which the window size increases. By using the relation
\[ th_{\text{in}}(t) = \frac{dW}{dt} + \frac{dack}{dt} = \left(1 + \frac{dW}{dack}\right) th_{\text{out}}(t) \]  
we thus obtain
\[ th_{\text{out}}(t) = \mu - \lambda \left(1 + \frac{dW}{dack}\right)^{-1}. \]  
Assuming that \( W^{-1} \ll 1 \) during the CA phase, we obtain the following simple expression for \( th_{\text{out}}(t) \) when the queue is nonempty:
\[ th_{\text{out}}(t) = \begin{cases} \mu - \lambda/2 & \text{during the SS phase} \\ \mu - \lambda & \text{during the CA phase}. \end{cases} \]  

The above behavior of the throughput (16) is discussed in Remark 1. (When the queue is empty, the throughput is given by (14).) Combining the above with (11), (12) and (13), we get
\[ \frac{dW}{dt} = \begin{cases} W/T & \text{if } W \leq T(\mu - \lambda) \\ \mu - \lambda/2 & \text{if } T(\mu - \lambda) < W < W_{th} \\ \mu - \lambda/W & \text{if } W \geq W_{th}. \end{cases} \]  

(ii) If \( T(\mu - \lambda) \geq W_{th} \)
\[ \frac{dW}{dt} = \begin{cases} W/T & \text{if } W \leq W_{th} \\ 1/T & \text{if } W_{th} < W < T(\mu - \lambda) \\ (\mu - \lambda)/W & \text{if } W \geq T(\mu - \lambda). \end{cases} \]  
Let \( t \) be the instant at which \( W_{\text{max}} \) is reached. The queue is then full, so that the number of packets at time \( t \) originating from the controlled source in the queue is \( B th_{\text{in}}(t)/(th_{\text{in}}(t) + \lambda) \). \( W_{\text{max}} \) is then obtained through
\[ W_{\text{max}} - \tau_1 th_{\text{in}}(t) - (\tau_2 + \tau/2)th_{\text{out}}(t) - 1 = B th_{\text{in}}(t)(th_{\text{in}}(t) + \lambda)^{-1}. \]
Since by (15) and (16) we have \( \text{thp}_{in}(t) = \text{thp}_{out}(t) = \mu - \lambda \), and (2) follows. When the queue is nonempty, the number of controlled packets in it is given by

\[
W(t) - \tau_1 \text{thp}_{in}(t) - (\tau_2 + \frac{\tau}{2}) \text{thp}_{out}(t) - 1
= Q(t) \text{thp}_{in}(t)(\text{thp}_{in}(t) + \lambda)^{-1}.
\]

From (17) and (18) we may conclude that there are three periods within a cycle: one in which the window increases exponentially fast, the second when it grows linearly, and the third, in which it grows sublinearly. This will be made more precise below.

Define \( T_i \) as duration of the \( i \)th such period, \( i = 1, 2, 3 \).
\( t_i \) is time at which the \( i \)th period ends. We assume that \( t_0 = 0 \).
\( N_i \) is number of packets transmitted in period \( i \).

Clearly \( \text{thp} = (N_1 + N_2 + N_3)/(T_1 + T_2 + T_3) \) (see (1)), with

\[
N_i = \int_{t_{i-1}}^{t_i} \text{thp}_{out}(s) ds.
\]

Let us compute \( T_1 \) and \( N_1 \) in the case that \( T(\mu - \lambda) \leq W_{th} \). Integrating (17) and using the condition \( W(0) = 1 \) yields \( W(t) = \exp(t/T) \) as long as the queue is empty. Since the queue starts to build up at time \( T_1 \) we have

\[
e^{t/T} = W(T_1) = T(\mu - \lambda)
\]

so that \( T_1 = T \log(T(\mu - \lambda)) \). Combining now (14) and (20) yields \( \text{thp}_{out}(t) = \exp(t/T)/T \) for \( 0 < t < T_1 \) so that \( N_1 = T(\mu - \lambda) \) from (19).

The derivation of expressions for \( T_1 \) and \( N_1 \) in the case when \( T(\mu - \lambda) > W_{th} \) is similar to that shown above, as are the derivations for the expressions of \( T_2, T_3, N_2, \) and \( N_3 \).

**Remark 1** One of the interesting conclusions from the above analysis is the dynamic behavior of the throughput. From (16) we observe that:

1. The throughput has a discontinuity when we pass from the SS to the CA phase. This should not be surprising, since there is a discontinuity in the behavior of the window mechanism at that instant.
2. During the CA phase, the exogenous traffic is seen to behave as if it had full priority over the controlled traffic. Indeed, its throughput is equal to \( \lambda \), i.e., to the input rate of exogenous traffic. We have observed this behavior in experiments. That in SS we do not have this effect can be explained by the fact that at every arrival of an ack, two consecutive controlled packets are transmitted, so that the controller is more “aggressive” in using the available bandwidth at the expense of the exogenous traffic. The fact that during the CA phase the controlled traffic gives up bandwidth to the non-controlled source can be seen as a draw back of TCP/IP. However, this property is interesting when the non-controlled traffic is audio and/or video traffic. In this case, we have a natural priority mechanism which in a sense gives priority to the voice and video most of the time (since the CA avoidance phases are typically much longer than the SS phases).

**Remark 2** We have made the assumption in our analysis that losses are detected very soon after they occur. In practice, this can be justified by the mechanism of negative acks, where at every arrival of a packet, the packet that is acknowledged is the last one to have arrived in sequence, and not the current one which just arrived to the destination. If the same packet is acknowledged three consecutive times, TCP/IP understands it to correspond to a loss of a packet. In some applications, this feature of TCP/IP is not implemented. In those cases, the only way to detect a loss is through the expiration of the retransmission timer. The length of a cycle is then approximately \( T_1 + T_2 + T_3 + rto \), where \( rto \) is the maximum value of the timer (a typical value of \( rto \) is 250ms). On the other hand, a whole window of size \( W_{max} \) can still be transmitted after the loss, and the packets often need not be retransmitted, if they are stored at the destination. Typically, as observed in experiments, there are no additional losses after the first loss. This can be explained by the fact that a loss occurs when the window size increases, and then two consecutive packets are transmitted one after the other. Thus, losses in the CA avoidance phase occur typically at those “bursts” of two packets, and not between such bursts. (In the CA avoidance phase, many “bursty” packets may be transmitted between such bursts). Hence, in the absence of detection of losses through negative acks, we have instead of (3):

\[
\overline{\text{thp}} = (N_1 + N_2 + N_3 + W_{max})(T_1 + T_2 + T_3 + rto).
\]

We next illustrate the utilization of the above analytical results. We consider the fraction of the available throughput used by TCP, i.e., \( \overline{\text{thp}}/(\mu - \lambda) \). This quantity indicates how well TCP uses the residual capacity left by the exogenous traffic. In an ideal situation, it should be close to one. A value far below one indicates link underutilization.
(as we see is the case when $b$ is small in figure 5), while a value (even slightly) above one indicates that the TCP connection does not allow for the exogenous traffic to flow. In all cases, we take the unit of time to be one bottleneck queue service time.

Fig. 4 shows the fraction of the available throughput used by TCP as a function of the round-trip time $\tau$ for different values of $\lambda$ when the buffer size is $B = 20$. For small values of $\tau$, TCP uses a higher percentage of the available throughput for higher exogenous traffic rates, even exceeding a ratio of one. For large values of $\tau$ the opposite is true. In all cases this ratio decreases with $\tau$ and this at a rate which increases with the exogenous traffic intensity.

In Fig. 5, $\tau$ is set to 30 while the buffer size varies. The fraction of the available throughput used by TCP is shown for different values of $\lambda$. As we saw was the case for high values of $\tau$, TCP uses more effectively the available capacity for smaller values of $\lambda$. Furthermore, we observe that this is true independent of the buffer size $B$. Also, we note that the TCP throughput never exceeds 1. However, for low values of $B$, the underutilization can be as high as 50%.

3.2 Analysis of a single connection with two SS phases

A second type of periodic behavior observed in simulations was a cycle containing two subcycles, where the first one consists of a single SS phase, and the second consists of three periods, as described in the previous subsection. A more detailed analysis than the fluid model was necessary to describe this behavior [1]. This analysis allowed us to

(i) see when is a loss in a SS phase possible. We showed that the (necessary and sufficient) condition for having such a loss during a SS phase is that $W_b$ is less than or equal to the SS threshold $W_{th}$ computed in (2), where $W_b = (2\mu - \lambda) B/\mu$. This condition is equivalent to

$$\beta \leq (3 - \lambda/\mu)^{-1}. \quad (21)$$

If the condition is not satisfied, then the approach and calculations used in the previous subsection provide a good description of the dynamics.

(ii) when there are two SS phases, it allowed us to predict at what value of the window size $W$ and at what time will the loss occur.

The rest of the analysis, for describing the dynamics within each period in the second sub-cycle, as well as the dynamics in the SS phase of the first sub-cycle, were obtained in [1] by a fluid approach similar to the one mentioned in the previous subsection.

3.3 Analysis of two interacting connections

We consider the model depicted in Fig. 6. When several controlled sources share the same bottleneck node, we observed in general quite a chaotic aperiodic behavior. The maximum window size before a loss occurs was also varying in an acyclic way. Such a behavior, as obtained by simulations, is depicted in Fig. 7. In some cases simulations exhibited a cyclic behavior. Using a fluid approach, we were able to analyze the latter case for two controlled sources [1]. This was done by assuming that packets belonging to both sources are lost when
the queue is full. When this assumption holds, then the window size of both sources will drop to one in a synchronized way, i.e., shortly after the queue is filled. This will result in a relatively simple cyclic behavior, where the window sizes of both sources have the same cycle duration. This “full synchronization” assumption typically holds if the rate at which packets are sent (the throughput) both sources are considerably higher than the service rate, just before the queue is full. An example of such behavior is depicted in Fig. 8. An important feature in the case of competing controlled sources is that the information delay is different for both sources: the closer a source is to the destination, the shorter is the round-trip delay, and thus the aces come back faster, so that the window grows faster. This argument shows that sources that are further apart from the destination adapt slower to the available bandwidth, and thus, will get a smaller share of the available bandwidth [4].

4 Numerical results

The following calculations and simulation results were obtained in the case of exogenous uncon- trolled traffic of rate $\lambda$. $\lambda$ and $\mu$ are given in packets/sec, where a packet contains 576 bytes, i.e. 4608 bits. $\tau$ is given in seconds.

<table>
<thead>
<tr>
<th>Parameters</th>
<th>$t_{hp}$</th>
<th>$t_{tt}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>B $\mu$ $\lambda$ $\tau$</td>
<td>Anal. Sim. %Err.</td>
<td>Anal. Sim. %Err.</td>
</tr>
<tr>
<td>10 166 66 0.5 57.4 58.4 1.7</td>
<td>0.47 0.50 5.8</td>
<td></td>
</tr>
<tr>
<td>20 80 32 1.0 39.2 38.5 1.8</td>
<td>1.07 1.08 1.0</td>
<td></td>
</tr>
<tr>
<td>10 125 100 2.0 13.0 12.9 0.7</td>
<td>1.93 2.03 5.0</td>
<td></td>
</tr>
<tr>
<td>20 200 160 1.0 29.4 29.7 1.0</td>
<td>1.02 1.03 1.0</td>
<td></td>
</tr>
</tbody>
</table>

The router was assumed to be equidistant from the source and destination ($\tau_1 = \tau_2$). The above 4 cases validate the criterion (21) for deciding whether a single SS phase or two SS phases will occur in a cycle. In cases 1 and 3 we have $W_b < W_{max}/2$, and two SS phases occur, where as in cases 2 and 4, which satisfy $W_b > W_{max}/2$, there is only a single SS phase per cycle. According to the simulations, our fluid model approximates well the average round-trip delay in both regimes (errors less than 6%), and even better the average throughput (errors less than 2%). The precision is even better for the case of a single SS per cycle, where only 1% error was obtained for the average round-trip delay.
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