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#### Abstract

In this paper we construct a stochastic particle method for the Burgers equation with a monotone initial condition; we prove that the convergence rate is $O(1 / \sqrt{N}+\sqrt{\Delta t})$ for the $L^{1}(\mathbb{R} \times \Omega)$ norm of the error. To obtain that result, we link the PDE and the algorithm to a system of weakly interacting stochastic particles; the difficulty of the analysis comes from the discontinuity of the interaction kernel, which is equal to the Heaviside function.

In a previous paper we showed how the algorithm and the result extend to the case of nonmonotone initial conditions for the Burgers equation. We also treated the case of nonlinear PDE's related to particle systems with Lipschitz interaction kernels. Our next objective is to adapt our methodology to the (more difficult) case of the two-dimensional inviscid Navier-Stokes equation.


1. Introduction. In this paper and in [4], we study the convergence rate of a stochastic particle method for the numerical solution of the nonlinear McKean-Vlasov equations

$$
\begin{equation*}
\frac{d}{d t}\left\langle\mu_{t}, f\right\rangle=\left\langle\mu_{t}, L_{\left(\mu_{t}\right)} f\right\rangle, \quad \mu_{t=0}=\mu_{0} \tag{1}
\end{equation*}
$$

where $\mu_{t}$ is a probability measure, $f$ is any real function of class $\mathscr{C}^{\infty}$ with a compact support and the operator $L_{(\mu)}$ is defined by

$$
\begin{equation*}
L_{(\mu)} f(x)=\frac{1}{2}\left(\int_{\mathbb{R}} s(x, y) d \mu(y)\right)^{2} f^{\prime \prime}(x)+\left(\int_{\mathbb{R}} b(x, y) d \mu(y)\right) f^{\prime}(x) . \tag{2}
\end{equation*}
$$

The method is based upon the simulation of a weakly interacting particle system. Its construction and its analysis rely on the propagation of chaos theory.

As shown by Osada [22] and by Marchioro and Pulvirenti [18], the incompressible two-dimensional Navier-Stokes equation describes the limit behaviour of a weakly interacting particle system with a singular interaction kernel $b(x, y)$. The numerical simulation of such a particle system coincides with the well-known Chorin random vortex method. Thus, it might be useful to start from the propagation of chaos to analyze the convergence rate of the

[^0]random vortex methods. Recent publications on these methods are those of Chorin [5], Chorin and Marsden [6], Goodman [11], Hald [13, 14], Puckett [23], Roberts [25] and Long [17]; see also the bibliography in [5] and in the different contributions of [12], in particular those by Chorin [5] and Hald [13, 14]; see [24] and [2] for a stochastic particle method for convection-reaction-diffusion equations with a nonlinear reaction term. In [4], we studied the convergence rate of the empirical distribution function of a system of simulated particles to the distribution function of the solution of (1) in the case where the interaction kernels $b(\cdot, \cdot)$ and $s(\cdot, \cdot)$ are bounded and Lipschitz, and $s(\cdot, \cdot)$ is bounded below by a strictly positive constant; under additional hypotheses, an estimate is also given for an approximation of the density of the solution to (1).

In view of treating the case of singular interaction kernels in the future, in this paper we construct and analyse a stochastic particle system for the Burgers equation

$$
\begin{align*}
\frac{\partial V}{\partial t}(t, x) & =\frac{1}{2} \sigma^{2} \frac{\partial^{2} V}{\partial x^{2}}(t, x)-V(t, x) \frac{\partial V}{\partial x}(t, x), \quad(t, x) \in(0, T]  \tag{3}\\
V(0, x) & =V_{0}(x)
\end{align*}
$$

For this particle system the interaction kernel $b(x, y)$ is discontinuous: it is the Heaviside function.

We then construct an algorithm of simulation of the particle system. The error analysis of this stochastic particle method deals with a kernel which is neither smooth (as in the case considered in [4]) nor singular (as in the case of the random vortex methods for the Navier-Stokes equation). Considering the Burgers equation is natural for a second reason: in the numerical analysis literature, this equation is a common test case for algorithms solving some nonlinear PDE's of this type (in particular the Navier-Stokes equation), especially to test their performances when the viscosity term tends to 0 .

The simulation of the particles involves the discretization of a stochastic differential system. We fix a time discretization step $\Delta t$ of the time interval $[0, T]$. Let $\bar{V}_{t}(\cdot)$ be the empirical distribution function of $N$ simulated particles at time $t$. We prove the following estimate for the convergence rate in $L^{1}(\Omega \times \mathbb{R})$-norm: for some constant $C$ uniform with respect to $N$ and $\Delta t$, for all $1 \leq k \leq T / \Delta t$,

$$
\mathbb{E}\left\|V(k \Delta t, \cdot)-\bar{V}_{k \Delta t}(\cdot)\right\|_{L^{1}(\mathbb{R})} \leq C\left\|V_{0}-\bar{V}_{0}\right\|_{L^{1}(\mathbb{R})}+\frac{C}{\sqrt{N}}+C \sqrt{\Delta t} .
$$

Here, we suppose that the initial condition $V_{0}$ is equal to a distribution function. In Bossy and Talay [4], we extend the algorithm and the preceding estimate to the case where the initial condition of the Burgers equation is nonmonotone.

We now fix some notation.

Consider (3). Throughout this article, we suppose that the initial condition, $V_{0}$, is the distribution function of a probability measure $U_{0}$ on $\mathbb{R}$ :

$$
V_{0}(x)=\int_{-\infty}^{x} U_{0}(d y)
$$

For such an initial condition, we interpret the solution of the Burgers equation as the distribution function of the probability measure $U_{t}$ solution to the following PDE of the McKean-Vlasov type:

$$
\begin{align*}
\frac{\partial U_{t}}{\partial t} & =\frac{1}{2} \sigma^{2} \frac{\partial^{2} U_{t}}{\partial x^{2}}-\frac{\partial}{\partial x}\left(\left(\int_{\mathbb{R}} H(x-y) U_{t}(d y)\right) U_{t}\right),  \tag{4}\\
U_{t=0} & =U_{0} .
\end{align*}
$$

Note that the above PDE is understood in the distribution sense: $U_{t}$ operates on smooth functions with a compact support in $] 0, T[\times \mathbb{R}$ ); its nonlinear part makes the discontinuous interaction kernel $b(x, y)=H(x-y)$ appear, where $H$ is the Heaviside function [ $H(z)=0$ if $z<0, H(z)=1$ if $z \geq 1$ ].

With this McKean-Vlasov equation is associated the nonlinear stochastic differential equation

$$
\begin{align*}
d X_{t} & =\sigma d w_{t}+\int_{\mathbb{R}} H\left(X_{t}-y\right) U_{t}(d y) d t, \text { where } U_{t}(d y) \text { is the law of } X_{t},  \tag{5}\\
X_{t=0} & =X_{0} \text { with law } U_{0} .
\end{align*}
$$

In the stochastic differential equation (5), the interaction kernel is not Lipschitz. As a matter of fact, the existence and uniqueness of a weak solution cannot be derived from classical results, and the error analysis of the stochastic particle method is much more complex than in the Lipschitz case investigated in [4].

In Section 2 we give a proof of the existence and uniqueness of a weak solution to (5). In Section 3 we show that the distribution function $V_{t}$ of the law of $X_{t}$ is the classical solution of the Burgers equation, that is, the solution given by the Cole-Hopf transformation [15]. In Section 4, we use the probabilistic interpretation of the solution of the Burgers equation and the ideas developed in [4] to construct a stochastic particle method. Its rate of convergence is established in Sections 5 and 6. The Appendix proves some intermediate results.

The results of numerical experiments can be found in [4] and overall in Bossy [3]. In particular, they show the excellent behavior of the algorithm even when the viscosity coefficient $\sigma$ tends to 0 . By construction of the algorithm, the empirical measure of the particles approximates the measure $(\partial V / \partial x)(t, x) d x$ and thus the particles are concentrated in the areas where the gradient of the solution is large.

One can also see the Burgers equation as the Fokker-Planck equation describing the limit law of a particle system with an interaction kernel $b$, roughly speaking, equal to a Dirac measure (see [29]) instead of the Heaviside function. The corresponding algorithm must involve a smoothing of this
kernel, and its numerical analysis is complex; see [3] for a discussion. This work is in progress.

Remark. If the initial condition of the Burgers equation is of the type

$$
V_{0}(x)=1-\int_{-\infty}^{x} U_{0}(d y)=\int_{x}^{+\infty} U_{0}(d y)
$$

where $U_{0}$ is a probability law, we then consider the equation

$$
\begin{aligned}
\frac{\partial U}{\partial t} & =\frac{1}{2} \sigma^{2} \frac{\partial^{2} U}{\partial x^{2}}-\frac{\partial}{\partial x}\left(U\left(\int_{\mathbb{R}}(1-H(x-y)) U_{t}(d y)\right)\right), \\
U_{t=0} & =U_{0}
\end{aligned}
$$

If $U_{t}$ denotes the law of the corresponding process, with similar arguments as above, we obtain that the function $\tilde{V}(x, t)$ defined by

$$
\tilde{V}(t, x)=1-\int_{-\infty}^{x} U_{t}(d y)=\int_{x}^{+\infty} U_{t}(d y)
$$

is a weak solution to the Burgers equation; our algorithm and our convergence rate can easily be extended to that situation.

## 2. Existence and uniqueness of a weak solution to (5).

2.1. Link between (5) and the Burgers equation. In this section, we first show that the distribution function of the law at time $t$ of a weak solution to (5), which is unique in law, is a weak solution (solution in the sense of the distribution) to the Burgers equation. Then, making an additional hypothesis on $V_{0}(\cdot)$, we will show that this weak solution is also a classical solution.

Proposition 2.1. If (5) has a weak solution which is unique in the sense of probability law, the law $U_{t}$ of $X_{t}$ is a weak solution of the McKean-Vlasov equation (4) in $[0, T] \times \mathbb{R}$, and the distribution function $V(t, x)$ of $U_{t}$ is a weak solution to the Burgers equation (3).

Proof. Suppose that there exists a weak and unique in law solution to (5). Then, applying Itô's formula to $f\left(X_{t}\right), f \in C^{\infty}([0, T] \times \mathbb{R})$ being of compact support in $(0, T) \times \mathbb{R}$, one can easily check that $U_{t}$ is a solution in the distribution sense to the McKean-Vlasov equation (4) in $(0, T[\times \mathbb{R}$.

Let $V(t, x)$ denote the distribution function of $U_{t}$ and let $V_{0}$ denote the distribution function of $U_{0}$ :

$$
\begin{aligned}
& V(t, x)=\int_{-\infty}^{x} U_{t}(d y) \forall(t, x) \in[0, T] \times \mathbb{R} \\
& V_{0}(x)=\int_{-\infty}^{x} U_{0}(d y) \quad \forall x \in \mathbb{R} .
\end{aligned}
$$

We now show that $V$ is a weak solution to the Burgers equation. We follow arguments developed by Sznitman [28].

As $\partial V / \partial x=U$ in the sense of distributions, (4) implies that

$$
\frac{\partial}{\partial x}\left(\frac{\partial V}{\partial t}\right)=\frac{\partial}{\partial x}\left(\frac{\sigma^{2}}{2} \frac{\partial^{2} V}{\partial x^{2}}-V \frac{\partial V}{\partial x}\right)
$$

The distributions

$$
\frac{\partial V}{\partial t} \quad \text { and } \quad \frac{\sigma^{2}}{2} \frac{\partial^{2} V}{\partial x^{2}}-V \frac{\partial V}{\partial x}
$$

have the same spatial derivates; thus their difference is a distribution invariant by a translation on the $x$-axis (cf. [26]). Thus, for any test function $f(t, x)$ and for any $z \in \mathbb{R}$, one has that

$$
\begin{aligned}
\langle- & \left.\frac{\partial V}{\partial t}+\frac{\sigma^{2}}{2} \frac{\partial^{2} V}{\partial x^{2}}-V \frac{\partial V}{\partial x}, f\right) \\
= & \int_{[0, T] \times \mathbb{R}} V(t, x)\left(\frac{\partial f}{\partial t}(t, x+z)+\frac{\sigma^{2}}{2} \frac{\partial^{2} f}{\partial x^{2}}(t, x+z)\right) d t d x \\
& +\int_{[0, T] \times \mathbb{R}} \frac{1}{2} V^{2}(t, x) \frac{\partial f}{\partial x}(t, x+z) d t d x \\
= & \int V(t, x-z)\left(\frac{\partial f}{\partial t}(t, x)+\frac{\sigma^{2}}{2} \frac{\partial^{2} f}{\partial x^{2}}(t, x)\right) d t d x \\
& +\int \frac{1}{2} V^{2}(t, x-z) \frac{\partial f}{\partial x}(t, x) d t d x .
\end{aligned}
$$

For any $t$ in [ $0, T$ ], $V(t, x)$ is bounded and tends to 0 when $x$ tends to $-\infty$ and the right-hand side term tends to 0 when $z$ tends to $+\infty$ by the bounded convergence theorem. This implies that $V$ solves the Burgers equation in the distributional sense.

Under an additional hypothesis on the initial law $U_{0}$, we now show that the corresponding distribution function of the law of $X_{t}$ is the "classical" solution to the Burgers equation, which can be explicated by the Cole-Hopf transformation (cf. Cole [7] and [15]):

$$
V(t, x)
$$

$$
\begin{equation*}
=\frac{\int_{\mathbb{R}}[(x-y) / t] \exp \left(-\left(1 / \sigma^{2}\right)\left[(x-y)^{2} /(2 t)+\int_{-\infty}^{y} V_{0}(z) d z\right]\right) d y}{\int_{\mathbb{R}} \exp \left(-\left(1 / \sigma^{2}\right)\left[(x-y)^{2} /(2 t)+\int_{-\infty}^{y} V_{0}(z) d z\right]\right) d t} \tag{6}
\end{equation*}
$$

We make the following supposition:
(H0) The initial law $U_{0}$ satisfies either of the following statements:
(i) $U_{0}$ is probability measure with a compact support.
(ii) $U_{0}$ has a continuous density $u_{0}$ and there exist positive constants $M, \eta$ and $\alpha$ such that

$$
\forall|x|>M, \quad u_{0}(x) \leq \eta \exp \left(-\alpha \frac{x^{2}}{2}\right) .
$$

Proposition 2.2. Under (H0), the distribution function $V(t, x)$ of the law of $X_{t}$ is the classical solution of the Burgers equation obtained by the Cole-Hopf transformation.

The proof is an adaptation of the proof given in [28] for the case where the initial condition of the Burgers equation is a density. For the sake of completeness, we give it in the Appendix.

From this explicit representation we deduce an estimate concerning the first spatial derivative of $V$.

Lemma 2.3. If $U_{0}$ satisfies ( H 0 )(ii), then

$$
\left\|\frac{\partial V}{\partial x}(t, x)\right\|_{L^{\star}([0, T] \times \mathbb{R})} \leq L_{0},
$$

where $L_{0}$ depends on $\sigma, u_{0}$ and T. If $U_{0}$ is a Dirac measure, then for any $t \in] 0, T[$ one has

$$
\left\|\frac{\partial V}{\partial x}(t, \cdot)\right\|_{L^{*}(\mathbb{R})} \leq \frac{L_{0}}{\sqrt{t}},
$$

where $L_{0}$ depends on $\sigma$ and $T$.
Proof. The proof requires easy computations from the equality (6).
2.2. Characterization of the law of $X_{t}$. To get the uniqueness in the sense of probability law of a solution to (5), we adapt arguments used by Méléard and Roelly [19] for a similar equation.

We first state a result which appears in the proof of Proposition 1.1 of Méléard and Roelly [19]:

Lemma 2.4. On a filtered probability space $(\Omega, \mathscr{F},(\mathscr{F}), \mathbb{P})$, consider the real process defined by

$$
Y_{t}=Y_{0}+\sigma w_{t}+\int_{0}^{t} C_{s} d s, \quad 0 \leq t \leq T,
$$

where $Y_{0}$ is a random variable independent of the Brownian motion $\left(w_{t}\right)$ and $\left(C_{t}\right)$ is a bounded and $\left(\mathscr{F}_{t}\right)$-adapted process. Then, for all $t$ in $] 0, T[$, the law of $Y_{t}$ has a density $u_{t}$ which belongs to $L^{2}(\mathbb{R})$ and it holds that

$$
\begin{equation*}
\left\|u_{t}\right\|_{L^{2}(\mathbb{R})} \leq \frac{C}{t^{1 / 4}} \tag{7}
\end{equation*}
$$

Suppose that the existence of a weak solution to (5) holds. Let $\left(\Omega, \mathscr{F}, \mathbb{P},(\mathscr{F}),\left(w_{t}\right),\left(X_{t}\right)\right)$ be a weak solution; let $U_{t}$ be the law of $X_{t}$. Set

$$
C_{t}=\int_{\mathbb{R}} H\left(X_{t}-y\right) U_{t}(d y)
$$

Since $\left(C_{t}\right)$ is a bounded process, the preceding lemma shows that $U_{t}$ has a density in $L^{2}(\mathbb{R})$; we denote it by $u_{t}$. We are going to show that $u_{t}$ is the unique solution in an appropriate space of the equation

$$
\begin{equation*}
p_{t}=S_{t} U_{0}-\int_{0}^{t} S_{t-s}\left(\frac{\partial}{\partial x}\left(p_{s} \cdot \int_{\mathbb{R}} H(x-y) p_{s}(y) d y\right)\right) d s \quad \forall t \in(0, T] \tag{8}
\end{equation*}
$$

where, for any $t>0, g_{t}$ denotes the density of the law of $\sigma w_{t}$ and where $S_{t}$ denotes the heat semigroup $S_{t} U=g_{t} * U$.

The preceding equation is natural for the following reason. By a formal differentiation of (8), one obtains that

$$
\begin{aligned}
\frac{\partial p_{t}}{\partial t}= & \frac{\sigma^{2}}{2} \frac{\partial^{2}}{\partial x^{2}}\left(S_{t} U_{0}\right)-S_{0}\left(\frac{\partial}{\partial x}\left(p_{t} \int_{\mathbb{R}} H(x-y) p_{t}(y) d y\right)\right) \\
& -\int_{0}^{t} \frac{\sigma^{2}}{2} \frac{\partial^{2}}{\partial x^{2}}\left(S_{t-s}\left(\frac{\partial}{\partial x}\left(p_{s} \int_{\mathbb{R}} H(x-y) p_{s}(y) d y\right)\right)\right) d s \\
= & \frac{\sigma^{2}}{2} \frac{\partial^{2}}{\partial x^{2}}\left[S_{t} U_{0}-\int_{0}^{t} S_{t-s}\left(\frac{\partial}{\partial x}\left(p_{s} \int_{\mathbb{R}} H(x-y) p_{s}(y) d y\right)\right) d s\right] \\
& -\frac{\partial}{\partial x}\left(p_{t} \int_{\mathbb{R}} H(x-y) p_{t}(y) d y\right)
\end{aligned}
$$

Thus, the probability measure $p_{t}(x) d x$ is a weak solution to (4) as well as $U_{t}$ (remember Proposition 2.1).

The following lemma characterizes the density of the law of $X_{t}$ as the unique solution of (8) in an appropriate space.

Lemma 2.5. (i) For any weak solution $\left(X_{t}\right)$ of (5), the density of the law of $X_{t}$ is a weak solution of (8).
(ii) For any $0<t \leq T$, there exists at most one function $p_{t}$ in $L^{1}(\mathbb{R})$ which is a weak solution of (8) and such that

$$
\exists C>0, \quad \sup _{t \in] 0, T]}\left\|p_{t}\right\|_{L_{1}(\mathbb{R})} \leq C
$$

Proof. We first show (i). Fix $t$ in $(0, T]$ and $f$ in $C^{\infty}(\mathbb{R})$ of compact support. Set

$$
G(s, x)=S_{t-s} f(x), \quad 0 \leq s<t .
$$

$G(s, x)$ solves the heat equation in backward time:

$$
\begin{aligned}
\frac{\partial G}{\partial s}+\frac{\sigma^{2}}{2} \frac{\partial^{2} G}{\partial x^{2}} & =0, \quad 0 \leq s<t \\
G(t, x) & =f(x)
\end{aligned}
$$

The Itô formula implies that

$$
\begin{aligned}
G\left(t, X_{t}\right)= & G\left(0, X_{0}\right)+\int_{0}^{t} \frac{\partial G}{\partial x}\left(s, X_{s}\right) d w_{s} \\
& +\int_{0}^{t} \frac{\partial G}{\partial x}\left(s, X_{s}\right)\left(\int_{\mathbb{R}} H\left(X_{s}-y\right) u_{s}(y) d y\right) d s
\end{aligned}
$$

We deduce that

$$
\begin{aligned}
& \int_{\mathbb{R}} f(x) u_{t}(x) d x \\
&= \int_{\mathbb{R}} G(0, x) U_{0}(d x) \\
&+\int_{0}^{t} \int_{\mathbb{R}} \frac{\partial}{\partial x} G(s, x)\left(\int_{\mathbb{R}} H(x-y) u_{s}(y) d y\right) u_{s}(x) d x d s \\
&=\int_{\mathbb{R}}\left(S_{t} U_{0}\right)(x) f(x) d x \\
& \quad+\int_{0}^{t} \int_{\mathbb{R}} \frac{\partial}{\partial x} S_{t-s} f(x)\left(\int_{\mathbb{R}} H(x-y) u_{s}(y) d y\right) u_{s}(x) d x d s .
\end{aligned}
$$

An integration by parts shows that

$$
\begin{aligned}
& \int_{\mathbb{R}_{x}} \frac{\partial}{\partial x}\left(\int_{\mathbb{R}_{z}} g_{t-s}(x-z) f(z) d z\right)\left(\int_{\mathbb{R}_{y}} H(x-y) u_{s}(y) d y\right) u_{s}(x) d x \\
& \quad=-\int_{\mathbb{R}_{x}} \int_{\mathbb{R}_{z}} g_{t-s}(x-z) f(z) \frac{\partial}{\partial x}\left[u_{s}(x)\left(\int_{\mathbb{R}_{y}} H(x-y) u_{s}(y) d y\right)\right] d x d z \\
& \quad=-\int_{\mathbb{R}_{z}} f(z) S_{t-s}\left(\left.\frac{\partial}{\partial x}\left[u_{s}(x)\left(\int_{\mathbb{R}_{y}} H(x-y) u_{s}(y) d y\right)\right]\right|_{x=z} d z\right.
\end{aligned}
$$

so that we conclude that $u_{t}$ solves (8) in the weak sense.
Let us now show (ii). Let $u_{t}$ and $v_{t}$ be two weak solutions to (8) belonging to $L^{1}(\mathbb{R})$ and satisfying

$$
\exists C>0, \quad \sup _{t \in(0, T]}\left(\left\|u_{t}\right\|_{L^{1}(\mathbb{R})}+\left\|v_{t}\right\|_{L^{1}(\mathbb{R})}\right) \leq C
$$

Then, for any $t \in(0, T]$, it holds that

$$
\begin{aligned}
\| u_{t}- & v_{t} \|_{L^{1}(\mathbb{R})} \\
= & \| \int_{0}^{t} S_{t-s} \frac{\partial}{\partial x}\left(u_{s}(x) \int_{\mathbb{R}} H(x-y) u_{s}(y) d y\right. \\
& \left.-v_{s}(x) \int_{\mathbb{R}} H(x-y) v_{s}(y) d y\right) d s \|_{L^{1}(\mathbb{R})} \\
\leq & \int_{0}^{t}\left\|g_{t-s} * \frac{\partial}{\partial x}\left(u_{s}(x) \int_{-\infty}^{x} u_{s}(y) d y-v_{s}(x) \int_{-\infty}^{x} v_{s}(y) d y\right)\right\|_{L^{1}(\mathbb{R})} d s \\
\leq & \int_{0}^{t}\left\|\frac{\partial}{\partial x} g_{t-s}\right\|_{L^{1}(\mathbb{R})} \times\left\|u_{s}(x) \int_{-\infty}^{x} u_{s}(y) d y-v_{s}(x) \int_{-\infty}^{x} v_{s}(y) d y\right\|_{L^{1}(\mathbb{R})} d s \\
\leq & \int_{0}^{t} \frac{2}{\sqrt{2 \pi(t-s) \sigma^{2}}}\left\|u_{s}(x) \int_{-\infty}^{x} u_{s}(y) d y-v_{s}(x) \int_{-\infty}^{x} v_{s}(y) d y\right\|_{L^{1}(\mathbb{R})} d s .
\end{aligned}
$$

However, one has

$$
\begin{aligned}
& \left|u_{s}(x) \int_{-\infty}^{x} u_{s}(y) d y-v_{s}(x) \int_{-\infty}^{x} v_{s}(y) d y\right| \\
& \quad=\left|u_{s}(x) \int_{-\infty}^{x}\left(u_{s}(y)-v_{s}(y)\right) d y-\left(v_{s}(x)-u_{s}(x)\right) \int_{-\infty}^{x} v_{s}(y) d y\right| \\
& \quad \leq\left|u_{s}(x)\right|\left\|u_{s}-v_{s}\right\|_{L^{1}(\mathbb{R})}+C\left|v_{s}(x)-u_{s}(x)\right|,
\end{aligned}
$$

where $C$ is a constant uniform with respect to $t$; thus,

$$
\left\|u_{t}-v_{t}\right\|_{L^{1}(\mathbb{R})} \leq \int_{0}^{t} \frac{4 C}{\sqrt{2 \pi(t-s) \sigma^{2}}}\left\|u_{s}-v_{s}\right\|_{L^{1}(\mathbb{R})} d s
$$

As $s \rightarrow 1 / \sqrt{t-s}$ is integrable on [ $0, t$ ], an application of Gronwall's lemma ends the proof.
2.3. A nonlinear martingale problem. Having supposed the existence of a weak solution to (5), we have fully characterized the law of each random variable $X_{t}$. In this section we show the existence of a weak solution and its uniqueness in the sense of probability law. A classical method is to pose the associated martingale problem.

We first fix some notation. For any space $E, \mathscr{P}(E)$ denotes the set of probability measures on $E ; x(\cdot)$ is the canonical process on the space of continuous functions from $[0, T]$ to $\mathbb{R}$; for any measure $\mu \in \mathscr{P}(\mathbb{R})$, the differential operator $\mathscr{L}_{(\mu)}$ is defined by

$$
\mathscr{L}_{(\mu)} f(x)=\frac{\sigma^{2}}{2} \frac{\partial^{2} f}{\partial x^{2}}(x)+\left(\int_{\mathbb{R}} H(x-y) \mu(d y)\right) \frac{\partial f}{\partial x}(x) .
$$

A solution to the hereafter nonlinear martingale problem (9), associated with the operator $\mathscr{L}_{(\cdot)}$ and the initial distribution $U_{0} \in \mathscr{P}(\mathbb{R})$, is an element $\mathscr{Q}$ of $\mathscr{P}\left(C([0, T] ; \mathbb{R})\right.$ ) (we denote by $\mathscr{Q}_{t}, t \in[0, T]$, its one-dimensional distributions), such that:
(i) $\mathscr{Q}_{0}=U_{0}$,
(ii) $\forall f \in C_{K}^{2}(\mathbb{R}), f(x(t))-f(x(0))-\int_{0}^{t} \mathscr{L}_{\left(\mathscr{Q}_{s}\right)} f(x(s)) d s, t \in[0, T]$, is a $Q$ martingale.

Suppose that there exists a solution $\mathscr{Q}$ to the nonlinear martingale problem (9). Set

$$
\hat{C}(t, x):=\int_{\mathbb{R}} H(x-y) \mathscr{Q}_{t}(d y) .
$$

Then $\mathscr{Q}$ also solves the linear martingale problem associated to the operator $\hat{\mathscr{L}}$ defined by

$$
\hat{\mathscr{L}} f(x)=\frac{1}{2} \sigma^{2} \frac{\partial^{2} f}{\partial x^{2}}(x)+\hat{C}(t, x) \frac{\partial f}{\partial x}(x) .
$$

Thus (cf., e.g., [16]), there exists a $\left(C(0, T), \mathscr{B}_{T}, \mathscr{Q},\left(\mathscr{F}_{t}\right)-\left(w_{t}\right)\right)$ Brownian motion such that

$$
x(t)=X_{0}+\int_{0}^{t} \hat{C}(s, x(s)) d s+\sigma w_{t}, \quad \mathscr{Q} \text {-a.s. }
$$

As the probability measure $\mathscr{Q}_{t}$ is the law of $x(t)$ under $\mathscr{Q}$, we deduce that, under $\mathscr{Q}, x(t)$ is a weak solution to (5). Conversely, if there exists a solution in the sense of probability law to (5), then $\mathscr{Q}=\mathbb{P} \circ X^{-1}$ is a solution to the martingale problem (9).
2.4. Uniqueness of the solution to the nonlinear martingale problem. Let $Q$ be a solution to the nonlinear martingale problem (9). Lemma 2.5 characterizes the law of $x(t)$ under $\mathscr{Q}$, so that $\mathscr{Q}_{t}=p_{t}(x) d x$. This is not enough to characterize $\mathscr{Q}$, but set

$$
\tilde{C}(t, x):=\int_{\mathbb{R}} H(x-y) p_{t}(y) d y .
$$

Note (cf., e.g., [16], page 327) that there exists a unique solution $\tilde{\mathscr{Q}}$ to the linear martingale problem associated with the operator $\tilde{\mathscr{L}}$ defined by

$$
\tilde{\mathscr{L}} f(x)=\frac{1}{2} \sigma^{2} \frac{\partial^{2} f}{\partial x^{2}}(x)+\tilde{C}(t, x) \frac{\partial f}{\partial x}(x) .
$$

As $\mathscr{Q}_{t}=p_{t}(x) d x, \mathscr{Q}$ is a solution to this linear martingale problem; thus $\mathscr{Q}=\tilde{Q}$.
2.5. Existence of a solution to the nonlinear martingale problem. We now construct a solution to the martingale problem (9) as the limit of a sequence of probability measures of $\mathscr{P}(C([0, T] ; \mathbb{R}))$.

Consider the functions ( $H^{k} ; k \in \mathbb{N}^{*}$ ) defined by

$$
H^{k}(x)= \begin{cases}0, & \text { if } x<-1 / k \\ k x+1, & \text { if } x \in]-1 / k, 0[ \\ 1, & \text { if } x \geq 0\end{cases}
$$

Then

$$
\forall x \in \mathbb{R}, \quad \lim _{k \rightarrow \infty} H^{k}(x)=H(x)
$$

and, for any $k$,

$$
\left|H^{k}(x)-H^{k}(y)\right| \leq k|x-y| .
$$

Substituting $H^{k}$ to $H$ in (5), we introduce the differential equation

$$
d X_{t}^{k}=\sigma d w_{t}+\int_{\mathbb{R}} H^{k}\left(X_{t}^{k}-y\right) U_{t}^{k}(d y) d t \quad \text { where } U_{t}^{k} \text { is the law of } X_{t}^{k}
$$

$X_{t=0}^{k}=X_{0} \quad$ whose law is $U_{0}$.
The corresponding interaction kernel ( $b(x, y)=H^{k}(x-y)$ ) is Lipschitz, so that (cf., e.g., [29]) the above equation has a unique strong solution.

For a fixed measure $\mu \in \mathscr{P}(\mathbb{R})$ and for any $k>1$, define the operator $\mathscr{L}_{(\mu)}^{k}$ by

$$
\mathscr{L}_{(\mu)}^{k} f(x)=\frac{1}{2} \sigma^{2} \frac{\partial^{2} f}{\partial x^{2}}(x)+\left(\int_{\mathbb{R}} H^{k}(x-y) \mu(d y)\right) \frac{\partial f}{\partial x}(x) .
$$

The probability $\mathscr{Q}^{k}:=\mathbb{P} \circ\left(X^{k}\right)^{-1}$ solves the martingale problem similar to (9), obtained by substituting $\mathscr{L}_{(\cdot)}^{k}$ to $\mathscr{L}_{(\cdot)}$ and $\mathscr{Q}_{t}^{k}=U_{t}^{k}$, for all $0 \leq t \leq T$.

Proposition 2.6. The family ( $\left(^{k}\right.$ ) is tight.
Proof. As $\mathscr{Q}^{k}=\mathbb{P} \circ\left(X^{k}\right)^{-1}$, it is enough to check that there exist strictly positive constants $C_{T}, \alpha$ and $\beta$ such that

$$
\sup _{k} \mathbb{E}\left|X_{t}^{k}-X_{s}^{k}\right|^{\alpha} \leq C_{T}(t-s)^{1+\beta} \quad \forall 0 \leq s \leq t \leq T .
$$

We choose $\alpha=4, \beta=1$ and readily conclude.
Now we show that any limit point $\mathscr{Q}^{\infty}$ of a convergent subsequence [still denoted by ( $\left.\left.\mathscr{Q}^{k}\right)\right]$ of $\left(\mathscr{Q}^{k}\right)$ solves the martingale problem (9). That is, for any $f$ in $C_{K}^{2}(\mathbb{R})$, one has

$$
\begin{align*}
\mathbb{E}_{Q^{x}}\left[f(x(t))-f(x(s))-\int_{s}^{t} \mathscr{L}_{\left(Q_{\tau}^{x}\right)} f(x(\tau)) d \tau \mid x(\theta), 0<\theta \leq s\right] & =0  \tag{10}\\
0 & \leq s \leq t \leq T
\end{align*}
$$

Set

$$
M_{t}:=f(x(t))-f(x(0))-\int_{0}^{t} \mathscr{L}_{\left(\mathscr{Q}_{\tau}^{*}\right)} f(x(\tau)) d \tau
$$

Thus (10) is equivalent to

$$
\begin{aligned}
& \mathbb{E}_{Q^{\infty}}\left[\left(M_{t}-M_{s}\right) \phi\left(x\left(t_{1}\right), \ldots, x\left(t_{n}\right)\right)\right]=0 \\
& \quad \forall \phi \in C_{b}\left(R^{n}\right) \text { and } 0 \leq t_{1}<\cdots<t_{n}<s .
\end{aligned}
$$

In fact, we only need to prove that for all $\varepsilon>0$, for all $\phi \in C_{b}\left(R^{n}\right)$ and $0<\varepsilon \leq t_{1}<\cdots<t_{n}<s$,

$$
\begin{equation*}
\mathbb{E}_{\mathscr{Q}^{\infty}}\left[\left(M_{t}-M_{s}\right) \phi\left(x\left(t_{1}\right), \ldots, x\left(t_{n}\right)\right)\right]=0 \tag{11}
\end{equation*}
$$

since then

$$
\mathbb{E}_{\mathscr{Q}^{\infty}}\left[M_{t} \mid \mathscr{F}_{\varepsilon}\right]=M_{\varepsilon} \quad \forall \varepsilon>0,
$$

so that, as $M_{t}$ is uniformly bounded on $\Omega \times[0, T], \mathbb{E}_{\mathscr{Q}^{\infty}}\left[M_{t} \mid \mathscr{F}_{0}\right]=0=M_{0}$.
Set

$$
M_{t}^{k}:=f(x(t))-f(x(0))-\int_{0}^{t} \mathscr{L}_{\left(U_{\tau}^{k}\right)}^{k} f(x(\tau)) d \tau
$$

As $\mathscr{Q}^{k}$ solves the martingale problem associated to $\mathscr{L}_{(\cdot)}^{k}$, for all functions $\phi \in C_{b}\left(R^{n}\right)$ and all $0<\varepsilon \leq t_{1}<\cdots<t_{n}<s$, one has that

$$
\begin{align*}
& 0= \mathbb{E}_{\mathscr{Q}^{k}}\left[\left(M_{t}^{k}-M_{s}^{k}\right) \phi\left(x\left(t_{1}\right), \ldots, x\left(t_{n}\right)\right)\right] \\
&=\mathbb{E}_{\mathscr{Q}^{k}}\left[(f(x(t))-f(x(s))) \phi\left(x\left(t_{1}\right), \ldots, x\left(t_{n}\right)\right)\right.  \tag{12}\\
&\left.\quad-\phi\left(x\left(t_{1}\right), \ldots, x\left(t_{n}\right)\right) \int_{s}^{t} \mathscr{L}_{\left(U_{\tau}^{k}\right)}^{k} f(x(\tau)) d \tau\right] .
\end{align*}
$$

From this equality and the weak convergence of $\left(\mathscr{Q}^{k}\right)$, one easily concludes that (11) is implied by

$$
\begin{align*}
\lim _{k \rightarrow \infty} & \mathbb{E}_{\mathscr{Q}^{k}}\left[\phi\left(x\left(t_{1}\right), \ldots, x\left(t_{n}\right)\right) \int_{s}^{t} \int_{\mathbb{R}} f^{\prime}(x(\tau)) H^{k}(x-y) U_{\tau}^{k}(d y) d \tau\right]  \tag{13}\\
& =\mathbb{E}_{\mathscr{Q}^{\infty}}\left[\phi\left(x\left(t_{1}\right), \ldots, x\left(t_{n}\right)\right) \int_{s}^{t} \int_{\mathbb{R}} f^{\prime}(x(\tau)) H(x-y) \mathscr{Q}_{\tau}^{\infty}(d y) d \tau\right]
\end{align*}
$$

In order to prove this latter equality, we decompose the first term into two parts:

$$
\begin{aligned}
\mathbb{E}_{\mathscr{Q}^{k}}[ & \left.\phi\left(x\left(t_{1}\right), \ldots, x\left(t_{n}\right)\right) \int_{s}^{t} \int_{\mathbb{R}} f^{\prime}(x(\tau)) H^{k}(x-y) U_{\tau}^{k}(d y) d \tau\right] \\
= & \mathbb{E}_{\mathscr{Q}^{k}}\left[\phi\left(x\left(t_{1}\right), \ldots, x\left(t_{n}\right)\right) \int_{s}^{t} f^{\prime}(x(\tau)) \int_{\mathbb{R}} H^{k}(x(\tau)-y) U_{\tau}^{k}(d y) d \tau\right] \\
& -\mathbb{E}_{\mathbb{Q}^{k}}\left[\phi\left(x\left(t_{1}\right), \ldots, x\left(t_{n}\right)\right) \int_{s}^{t} f^{\prime}(x(\tau)) \int_{\mathbb{R}} H(x(\tau)-y) \mathscr{Q}_{\tau}^{\infty}(d y) d \tau\right] \\
& +\mathbb{E}_{\mathbb{Q}^{k}}\left[\phi\left(x\left(t_{1}\right), \ldots, x\left(t_{n}\right)\right) \int_{s}^{t} f^{\prime}(x(\tau)) \int_{\mathbb{R}} H(x(\tau)-y) \mathscr{Q}_{\tau}^{\infty}(d y) d \tau\right] \\
& -\mathbb{E}_{\mathbb{Q}^{\infty}}\left[\phi\left(x\left(t_{1}\right), \ldots, x\left(t_{n}\right)\right) \int_{s}^{t} f^{\prime}(x(\tau)) \int_{\mathbb{R}} H(x(\tau)-y) \mathscr{Q}_{\tau}^{\infty}(d y) d \tau\right] \\
:= & D_{1}+D_{2} .
\end{aligned}
$$

We first observe from Lemma 2.4 that, for any $t \in] 0, T], U_{t}^{k}$ has a density $u_{t}^{k}$ in $L^{2}(\mathbb{R})$ satisfying [cf. (7)]

$$
\begin{equation*}
\left\|u_{t}^{k}\right\|_{L^{2}(\mathbb{R})} \leq \frac{C}{t^{1 / 4}} \tag{14}
\end{equation*}
$$

Thus, we have

$$
\begin{aligned}
\left|D_{1}\right| \leq & \int_{s}^{t} \frac{C\|\phi\|_{L^{x}(\mathbb{R})}}{\tau^{1 / 4}} \\
& \times \sqrt{\int_{\mathbb{R}} f^{\prime 2}(x)\left[\int_{\mathbb{R}} H^{k}(x-y) U_{\tau}^{k}(d y)-\int_{\mathbb{R}} H(x-y) \mathscr{Q}_{\tau}^{\infty}(d y)\right]^{2} d x} d \tau .
\end{aligned}
$$

We observe that

$$
\begin{aligned}
& {\left[\int_{\mathbb{R}} H^{k}(x-y) U_{\tau}^{k}(d y)-\int_{\mathbb{R}} H(x-y) \mathscr{Q}_{\tau}^{\infty}(d y)\right]^{2}} \\
& \quad \leq 2\left[\int_{\mathbb{R}}\left(H^{k}(x-y)-H(x-y)\right) U_{\tau}^{k}(d y)\right]^{2} \\
& \quad+2\left[\int_{-\infty}^{x} U_{\tau}^{k}(d y)-\int_{-\infty}^{x} \mathscr{Q}_{\tau}^{\infty}(d y)\right]^{2} .
\end{aligned}
$$

As

$$
\int_{\mathbb{R}}\left(H^{k}(x-y)-H(x-y)\right)^{2} d y \leq \frac{1}{3 k},
$$

we obtain that

$$
\begin{aligned}
\left|D_{1}\right| \leq & \|\phi\|_{L^{*}(\mathbb{R})} \frac{1}{\sqrt{k}}\left(\int_{s}^{t} \frac{C}{\sqrt{\tau}} d \tau\right)\left\|f^{\prime}\right\|_{L^{2}(\mathbb{R})} \\
& +C\|\phi\|_{L^{*}(\mathbb{R})} \int_{s}^{t} \sqrt{\int_{\mathbb{R}} f^{\prime 2}(x)\left[\int_{-\infty}^{x} U_{\tau}^{k}(d y)-\int_{-\infty}^{x} \mathscr{Q}_{\tau}^{\infty}(d y)\right]^{2} d x} \frac{d \tau}{\tau^{1 / 4}} .
\end{aligned}
$$

From (14), we deduce that for all functions $g \in C_{K}(\mathbb{R})$,

$$
\begin{equation*}
\left\langle\mathscr{Q}_{t}^{\infty}, g\right\rangle \leq \frac{C}{t^{1 / 4}}\|g\|_{L^{2}(\mathbb{R})} ; \tag{15}
\end{equation*}
$$

therefore, for all $t>0$, $\mathscr{Q}_{t}^{\infty}$ has a density $q_{t}^{\infty}$ w.r.t. the Lebesgue measure belonging to $L^{2}(\mathbb{R})$. This implies that the distribution function $V_{t}^{\infty}(\cdot)$ of $\mathscr{Q}_{t}^{\infty}$ is continuous, so that $V_{t}^{k}(\cdot)$ converges to $V_{t}^{\infty}(\cdot)$ everywhere and thus, $D_{1}$ tends to 0 when $k$ tends to infinity.

Now we consider $D_{2}$. We again need to introduce a smoothing of the kernel,

$$
\begin{aligned}
D_{2}= & \mathbb{E}_{\mathscr{Q}^{k}}\left[\phi\left(x\left(t_{1}\right), \ldots, x\left(t_{n}\right)\right) \int_{s}^{t} f^{\prime}(x(\tau)) \int_{\mathbb{R}} H(x(\tau)-y) \mathscr{Q}_{\tau}^{\infty}(d y) d \tau\right] \\
& -\mathbb{E}_{\mathscr{Q}^{k}}\left[\phi\left(x\left(t_{1}\right), \ldots, x\left(t_{n}\right)\right) \int_{s}^{t} f^{\prime}(x(\tau)) \int_{\mathbb{R}} H^{k_{0}}(x(\tau)-y) \mathscr{Q}_{\tau}^{\infty}(d y) d \tau\right] \\
& +\mathbb{E}_{\mathscr{Q}^{k}}\left[\phi\left(x\left(t_{1}\right), \ldots, x\left(t_{n}\right)\right) \int_{s}^{t} f^{\prime}(x(\tau)) \int_{\mathbb{R}} H^{k_{0}}(x(\tau)-y) \mathscr{Q}_{\tau}^{\infty}(d y) d \tau\right] \\
& -\mathbb{E}_{\mathscr{Q}^{\infty}}\left[\phi\left(x\left(t_{1}\right), \ldots, x\left(t_{n}\right)\right) \int_{s}^{t} f^{\prime}(x(\tau)) \int_{\mathbb{R}} H^{k_{0}}(x(\tau)-y) \mathscr{Q}_{\tau}^{\infty}(d y) d \tau\right] \\
& +\mathbb{E}_{\mathscr{Q}^{\infty}}\left[\phi\left(x\left(t_{1}\right), \ldots, x\left(t_{n}\right)\right) \int_{s}^{t} f^{\prime}(x(\tau)) \int_{\mathbb{R}} H^{k_{0}}(x(\tau)-y) \mathscr{Q}_{\tau}^{\infty}(d y) d \tau\right] \\
& -\mathbb{E}_{\mathscr{Q}^{\infty}}\left[\phi\left(x\left(t_{1}\right), \ldots, x\left(t_{n}\right)\right) \int_{s}^{t} f^{\prime}(x(\tau)) \int_{\mathbb{R}} H(x(\tau)-y) \mathscr{Q}_{\tau}^{\infty}(d y) d \tau\right] .
\end{aligned}
$$

From (15), we readily obtain that

$$
\left\|q_{t}^{\infty}\right\|_{L^{2}(\mathbb{R})} \leq \frac{C}{t^{1 / 4}}
$$

Thus,

$$
\left[\int_{\mathbb{R}}\left(H(x-y)-H^{k_{0}}(x-y)\right) \mathscr{Q}_{\tau}^{\infty}(d y)\right]^{2} \leq \frac{C}{k_{0} \sqrt{t}}
$$

so that, $f$ being of compact support, one can choose $k_{0}$ uniformly in $k$ to make arbitrarily small the first and the last differences of (16). Such a $k_{0}$ being fixed, the second difference tends to 0 when $k$ goes to infinity as a consequence of the weak convergence of $\left(\mathscr{Q}^{k}\right)$, since the smoothness of $H^{k_{0}}$ implies that the functional

$$
\begin{aligned}
C([0, T] ; \mathbb{R}) & \rightarrow \mathbb{R}, \\
x(\cdot) & \rightarrow \phi\left(x\left(t_{1}\right), \ldots, x\left(t_{n}\right)\right) \int_{s}^{t} f^{\prime}(x(\tau)) \int_{\mathbb{R}} H^{k_{0}}(x(\tau)-y) \mathscr{Q}_{\tau}^{\infty}(d y) d \tau
\end{aligned}
$$

is continuous.
Consequently we have proven that $\mathscr{Q}^{\infty}$ solves the nonlinear martingale problem (9).
3. Algorithm and convergence rate. Throughout the sequel, we make the following suppositions:
(H1) The initial law $U_{0}$ satisfies either of the following statements:
(i) $U_{0}$ is a Dirac measure.
(ii) $U_{0}$ has a smooth density $u_{0}$, satisfying one of the following two conditions: (a) $u_{0}(\cdot)$ is a continuous function and there exist strictly positive
constants $M, \eta$ and $\alpha$ such that

$$
\forall|x|>M, \quad u_{0}(x) \leq \eta \exp \left(-\alpha \frac{x^{2}}{2}\right) ;
$$

(b) $u_{0}$ is a function with a compact support and is continuous on this support.

The existence in the sense of probability law of a solution of (5) implies the existence in the sense of probability law of a solution of

$$
\begin{equation*}
d z_{t}=V\left(t, z_{t}\right) d t+\sigma d w_{t}, \quad z_{t=0}=z_{0} . \tag{17}
\end{equation*}
$$

Under (H1), Lemma 2.3 shows that $V(t, \cdot)$ is a Lipschitz function in $x$ with a Lipschitz constant bounded from above by $L_{0} / \sqrt{t}$ for all $t \in(0, T]$, which implies the pathwise uniqueness of the solution to (17). Indeed, if $\left(z_{t}^{1}\right)$ and $\left(z_{t}^{2}\right)$ are two solutions, then

$$
\left|z_{t}^{1}-z_{t}^{2}\right| \leq \int_{0}^{t} \frac{L_{0}}{\sqrt{s}}\left|z_{s}^{1}-z_{s}^{2}\right| d s
$$

so that $z_{t}^{1}=z_{t}^{2}$ by Gronwall's lemma.
The Markov process $\left(z_{t}\right)$ with the initial distribution $U_{0}$ coincides with $\left(X_{t}\right)$ and

$$
V(t, x)=\mathbb{E}_{U_{0}} H\left(x-z_{t}\right) .
$$

We now construct our algorithm by successive approximations of the preceding representation.
3.1. Approximation of the initial condition. Choose $N$ points in $\mathbb{R}$, $\left(y_{0}^{1}, \ldots, y_{0}^{N}\right)$, such that the piecewise constant function

$$
\bar{V}_{0}(x)=\frac{1}{N} \sum_{i=1}^{N} H\left(x-y_{0}^{i}\right)
$$

approximates $V_{0}$ and denote by $\bar{U}_{0}=(1 / N) \sum_{i=1}^{N} \delta_{y_{0}^{i}}$ the corresponding empirical measure.

When $U_{0}$ is a Dirac measure at a given point $x_{0}$, set $y_{0}^{i}=x_{0}$. Then $\bar{U}_{0}=U_{0}$ and $\bar{V}_{0}=V_{0}$.

When $U_{0}$ satisfies (H1)(ii), set

$$
y_{0}^{i}= \begin{cases}\inf \left\{y ; V_{0}(y)=i / N\right\}, & i=1, \ldots, N-1, \\ \inf \left\{y ; V_{0}(y)=1-1 / 2 N\right\}, & i=N .\end{cases}
$$

A first approximation of $V(t, \cdot)$ is

$$
V(t, x) \simeq \mathbb{E}_{\bar{U}_{0}} H\left(x-z_{t}\right)=\frac{1}{N} \sum_{i=1}^{N} \mathbb{E} H\left(x-z_{t}\left(y_{0}^{i}\right)\right) .
$$

3.2. Approximation of the expectation. Consider $N$ independent copies $\left(w_{t}^{i}\right)_{i=1}^{N}$ of the Brownian motion $\left(w_{t}\right)$ and the family of independent processes $\left(z_{t}^{i}\right)_{i=1}^{N}$ defined by

$$
\begin{equation*}
d z_{t}^{i}=V\left(t, z_{t}^{i}\right) d t+\sigma d w_{t}^{i}, \quad z_{0}^{i}=y_{0}^{i} . \tag{18}
\end{equation*}
$$

We now approximate $V(t, \cdot)$ by applying the strong law of large numbers:

$$
V(t, x) \simeq \frac{1}{N} \sum_{i=1}^{N} H\left(x-z_{t}^{i}\right) .
$$

3.3. Time discretization. For $T$ fixed, define $\Delta t>0$ and $K \in \mathbb{N}$ such that $T=K \Delta t$. The discretization times are denoted by $t_{k}=k \Delta t, 1 \leq k \leq K$. Applying the Euler scheme to the stochastic differential equations (18), one defines independent discrete time processes ( $\bar{z}_{t_{k}}^{i}$ ):

$$
\begin{equation*}
\bar{z}_{t_{k+1}}^{i}=\bar{z}_{t_{k}}^{i}+V\left(t_{k}, \bar{z}_{t_{k}}^{i}\right) \Delta t+\sigma\left(w_{t_{k+1}}^{i}-w_{t_{k}}^{i}\right), \quad \bar{z}_{0}^{i}=y_{0}^{i} \tag{19}
\end{equation*}
$$

Thus, at time $t_{k}(k=1, \ldots, K), V\left(t_{k}, \cdot\right)$ is approximated by

$$
V\left(t_{k}, x\right) \simeq \frac{1}{N} \sum_{i=1}^{N} H\left(x-\bar{z}_{t_{k}}^{i}\right) .
$$

3.4. Approximation of the interaction kernel. The dynamics of the $\bar{z}^{i}$,s depend on the function $V$, which is our unknown. Thus, we are led to approximate $V\left(t_{k}, \cdot\right)$ by the empirical distribution function of the particles that we denote by $\bar{V}_{t_{k}}(\cdot)$. This approximation leads to the consideration of a new particle system ( $Y_{t_{k}}^{i}$ ).

Let $Y_{t_{k}}^{i}$ be the position of the $i$ th particle at time $t_{k}$ and let $\bar{U}_{t_{k}}$ be the corresponding empirical measure. Set

$$
\begin{equation*}
\bar{V}_{t_{k}}(x)=\int_{\mathbb{R}} H(x-y) \bar{U}_{t_{k}}(d y)=\frac{1}{N} \sum_{i=1}^{N} H\left(x-Y_{t_{k}}^{i}\right) . \tag{20}
\end{equation*}
$$

We replace $V$ in (19) with this approximation. This defines the dynamics of the particle system $\left(Y_{t_{k}}^{i}\right)_{i=1}^{N}$ which can be simulated on a computer:

$$
\begin{aligned}
Y_{t_{k+1}}^{i} & =Y_{t_{k}}^{i}+\bar{V}_{t_{k}}\left(Y_{t_{k}}^{i}\right) \Delta t+\sigma \Delta w_{k+1}^{i} \\
& =Y_{t_{k}}^{i}+\frac{1}{N} \sum_{j=1}^{N} H\left(Y_{t_{k}}^{i}-Y_{t_{k}}^{j}\right) \Delta t+\sigma \Delta w_{k+1}^{i} \\
Y_{0}^{i} & =y_{0}^{i}
\end{aligned}
$$

where $\Delta w_{k+1}^{i}=w_{t_{k+1}}^{i}-w_{t_{k}}^{i}$.
3.5. Convergence rate. We now state our estimate on the convergence rate of the empirical distribution function to the solution of the Burgers equation.

Theorem 3.1. For $T$ fixed, let $\Delta t>0$ be such that $T=K \Delta t, K \in \mathbb{N}$. Let $V\left(t_{k}, x\right)$ be the solution at time $t_{k}=k \Delta t$ of the Burgers equation (3) with the
initial condition $V_{0}$. Let $\bar{V}_{t_{k}}(x)$ be defined as in (20), $N$ being the number of particles. Under (H1), there exists a strictly positive constant $C$ depending on $\sigma, U_{0}$ and $T$ such that, for all $k \in\{1, \ldots, K\}$,

$$
\begin{align*}
\mathbb{E}\left\|V\left(t_{k}, \cdot\right)-\bar{V}_{t_{k}}(\cdot)\right\|_{L^{1}(\mathbb{R})} & \leq C\left\|V_{0}-\bar{V}_{0}\right\|_{L^{1}(\mathbb{R})}+C \frac{1}{\sqrt{N}}+C \sqrt{\Delta t}  \tag{21}\\
& \leq \frac{C}{\sqrt{N}}+C \sqrt{\Delta t} . \tag{22}
\end{align*}
$$

The order $\mathscr{O}(1 / \sqrt{N})$ for the error in $L^{1}(\mathbb{R} \times \Omega)$ cannot be improved. Indeed, it is easy to see that this convergence rate also holds for systems of independent particles; see [30]. Besides, numerical experiments confirm this theoretical estimate [remember that the exact solution $V(t, x)$ is explicitly given by (6)]; see [3].

Remark. If the initial law $U_{0}$ is a Dirac measure, then $\left\|V_{0}-\bar{V}_{0}\right\|_{L^{1}(\mathbb{R})}=0$. In the other case, one can prove (see [4]) that $\left\|V_{0}(\cdot)-\bar{V}_{0}(\cdot)\right\|_{L^{1}(\mathbb{R})}$ converges with the order $\mathcal{O}((1 / N) \sqrt{\log (N)})$. Therefore, (22) is an immediate consequence of (21).
3.6. Propagation of chaos. Consider $N$ particles which at time 0 are independent with law $U_{0}$ and follow the dynamics

$$
d X_{t}^{i, N}=\frac{1}{N} \sum_{j=1}^{N} H\left(X_{t}^{i, N}-X_{t}^{j, N}\right) d t+\sigma d w_{t}^{i} .
$$

In this section, we prove the propagation of chaos for this system of particles. The propagation of chaos property explains the convergence of the algorithm: when $N$ goes to infinity, any finite subsystem of these particles tends to behave like a system of independent particles, each one having the law $\mathscr{Q}$ defined in Section 2.4.

Theorem 3.2. Let $\mathbb{P}^{N}$ be the joint law on $(C([0, T] ; \mathbb{R}))^{N}$ of the particle system $\left(X^{1, N}, \ldots, X^{N, N}\right)$. For any $k \in \mathbb{N}^{*}$, for any continuous and bounded functions $f_{1}, \ldots, f_{k}: C([0, T] ; \mathbb{R}) \rightarrow \mathbb{R}$, one has that

$$
\lim _{N \rightarrow+\infty}\left\langle\mathbb{P}^{N}, f_{1} \otimes \cdots \otimes f_{k} \otimes 1 \cdots \otimes 1\right\rangle=\prod_{i=1}^{k}\left\langle\mathscr{Q}, f_{i}\right\rangle,
$$

where $\mathscr{Q}$ is the solution of the nonlinear martingale problem (9) [the sequence $\left(\mathbb{P}^{N}\right)$ is said " $\mathbb{Q}$-chaotic"].

Proof. To our knowledge, our context does not satisfy the hypotheses of the systems studied in the literature. We adapt arguments appearing in [19] or [29].

The $\mathscr{Q}$-chaoticity is equivalent to the convergence of the laws of the empirical measures $\mu^{N}:=(1 / N) \sum_{i=1}^{N} \delta_{X, N}$ to $\delta_{\mathscr{Q}}$ (cf. [1] or [31]).

When the kernels are smooth, the argument is as follows. First, one shows that the sequence of the laws of the $\mu^{N}$ s is tight. Let $\Pi_{1}^{\infty}$ be a limit point of a convergent subsequence of $\left\{\operatorname{Law}\left(\mu^{N}\right)\right\}$. Set

$$
\begin{aligned}
F(m):=\langle m,(f(x(t))-f(x(s))- & \left.\int_{s}^{t} L_{\left(m_{\theta}\right)} f(x(\theta)) d \theta\right) \\
& \left.\times g\left(x\left(s_{1}\right), \ldots, x\left(s_{k}\right)\right)\right\rangle,
\end{aligned}
$$

where $L_{(\mu)}$ is as in (2), $f \in C_{b}^{2}(\mathbb{R}), g \in C_{b}\left(\mathbb{R}^{k}\right), 0<s_{1}<\cdots<s_{k} \leq s \leq T$ and $m$ is a probability on $C([0, T] ; \mathbb{R})$. Then one uses two arguments:
(a) First, one checks that $\lim _{N \rightarrow+\infty} \mathbb{E}\left[F\left(\mu^{N}\right)\right]^{2}=0$ by using the dynamics of the particles [see (23) below];
(b) Then, one uses the continuity of $F(\cdot)$ in $\mathscr{P}(\mathscr{E}([0, T] ; \mathbb{R}))$ endowed with the Vaserstein metric to deduce that the support of $\Pi_{1}^{\infty}$ is the set of solutions to the nonlinear martingale problem (9) with $L_{\left(\mathbb{Q}_{s}\right)}$ defined as in (2) instead of $\mathscr{L}_{\left(Q_{s}\right)}$. One proves the uniqueness of such a solution, which implies that $\Pi_{1}^{\infty^{s}}=\delta_{\mathbb{Q}}$.
In the case of the Burgers equation, step (a) does not need to be changed:

$$
\lim _{N \rightarrow+\infty} \mathbb{E}\left[F\left(\mu^{N}\right)\right]^{2}
$$

$$
\begin{align*}
& \leq \lim _{N \rightarrow+\infty} \frac{C}{N^{2}} \mathbb{E}\left(\sum_{i=1}^{N}\left\{f\left(X_{t}^{i, N}\right)-f\left(X_{s}^{i, N}\right)-\int_{s}^{t} \mathscr{L}_{\left(\mu_{\theta}^{N}\right)} f\left(X_{\theta}^{i, N}\right) d \theta\right\}\right)^{2}  \tag{23}\\
& =\lim _{N \rightarrow+\infty} \frac{C}{N^{2}} \sum_{i=1}^{N} \mathbb{E}\left(\int_{s}^{t} \sigma d W_{\theta}^{i}\right)^{2} \\
& =0 .
\end{align*}
$$

However, the Heaviside function being discontinuous, $F(\cdot)$ is discontinuous, too, and we cannot proceed as in step (b). This leads us to use the explicit form of $F$.

Let $\nu^{N}$ be defined by

$$
\nu^{N}:=\frac{1}{N^{4}} \sum_{i, j, k, l=1}^{N} \delta_{\left(X^{i, N}, X^{j, N}, X^{l, N}, X^{l, N}\right)} .
$$

First, we note that the sequence of the laws of the $\nu^{N}$ 's is tight; indeed, a sufficient criterion due to Sznitman [27] is the tightness of the sequence of the intensity measures $I^{N}$ defined by $\left\langle I^{N}, f\right\rangle=\mathbb{E}\left\langle\nu^{N}, f\right\rangle$, which by symmetry reduces here to the tightness of the laws $\mathbb{P}_{X^{1, N}}$. This latter fact is implied by

$$
\mathbb{E}\left|X_{t}^{1, N}-X_{s}^{1, N}\right|^{4} \leq C_{T}|t-s|^{2} .
$$

Let $\Pi^{\infty} \in \mathscr{P}\left(\mathscr{P}\left(\mathscr{C}([0, T] ; \mathbb{R})^{4}\right)\right)$ be the limit of a convergent subsequence of $\left\{\operatorname{Law}\left(\nu^{N}\right)\right\}$ which we still denote by $\left\{\operatorname{Law}\left(\nu^{N}\right)\right\}$ throughout.

We denote by $\nu^{1}$ the first marginal of a measure $\nu \in \mathscr{P}\left(\mathscr{E}([0, T] ; \mathbb{R})^{4}\right)$ [for all Borel sets $A$ in $\mathscr{C}([0, T] ; \mathbb{R}), \nu^{1}(A)=\nu(A \times \mathscr{C}([0, T] ; \mathbb{R}) \times \mathscr{C}([0, T] ; \mathbb{R}) \times$
$\mathscr{C}([0, T] ; \mathbb{R}))]$. Then we make the following assertion:
Lemma 3.3. $\quad \Pi^{\infty}$-a.e., $\nu=\nu^{1} \otimes \nu^{1} \otimes \nu^{1} \otimes \nu^{1}$.
Proof. We observe that

$$
\begin{aligned}
\left\langle\nu^{N}, f_{1}\left(x_{1}\right) f_{2}\left(x_{2}\right) f_{3}\left(x_{3}\right) f_{4}\left(x_{4}\right)\right\rangle & =\frac{1}{N^{4}} \sum_{i_{1}, \ldots, i_{4}=1}^{N} f_{1}\left(X_{\cdot}^{i_{1}, N}\right) \cdots f_{4}\left(X^{i_{4}, N}\right) \\
& =\left\langle\nu^{N, 1}, f_{1}\right\rangle \cdots\left\langle\nu^{N, 1}, f_{4}\right\rangle,
\end{aligned}
$$

where $\nu^{N, 1}$ is the first marginal of $\nu^{N}$. Consequently,

$$
\mathbb{E}\left[\left\langle\nu^{N}, \prod_{j=1}^{4} f_{j}\left(x_{j}\right)\right\rangle-\prod_{j=1}^{4}\left\langle\nu^{N, 1}, f_{j}\right\rangle\right]^{2}=0
$$

from which, for any set of functions $\left(f_{j}, j=1, \ldots, 4\right)$ in a set $\mathscr{H}$ of measure determining functions on $\mathscr{E}([0, T] ; \mathbb{R})$,

$$
\int_{\mathscr{P}\left(\mathscr{E}([0, T] ; \mathbb{R})^{4}\right)}\left[\left\langle\nu, \prod_{j=1}^{4} f_{j}\left(x_{j}\right)\right\rangle-\prod_{j=1}^{4}\left\langle\nu^{1}, f_{j}\right\rangle\right]^{2} d \Pi^{\infty}(\nu)=0 .
$$

As $\mathscr{H}$ is denumerable by definition, one has $\exists \mathscr{N}, \Pi^{\infty}(\mathscr{N})=0, \forall \nu \notin \mathscr{N}, \forall f_{j} \in \mathscr{H}$ for $j \in\{1,2,3,4\}$,

$$
\left\langle\nu, \prod_{j=1}^{4} f_{j}\left(x_{j}\right)\right\rangle=\prod_{j=1}^{4}\left\langle\nu^{1}, f_{j}\right\rangle .
$$

As $\mathscr{H}^{4}$ is a set of measure determining functions on $\mathscr{C}([0, T] ; \mathbb{R})^{4}$, it becomes

$$
\Pi^{\infty} \text {-a.e., } \nu=\nu^{1} \otimes \nu^{1} \otimes \nu^{1} \otimes \nu^{1} .
$$

Coming back to the proof of Theorem 3.2, let us show that

$$
\begin{aligned}
\lim _{N \rightarrow+\infty} & \mathbb{E}\left[F\left(\mu^{N}\right)\right]^{2} \\
=\int_{\mathscr{P}\left(\mathscr{B}([0, T] ; \mathbb{R})^{4}\right)}\left\{\int _ { \mathscr { B } ( [ 0 , T ] ; \mathbb { R } ) ^ { 4 } } \left[f\left(x_{t}^{1}\right)-\right.\right. & f\left(x_{s}^{1}\right)-\frac{\sigma^{2}}{2} \int_{s}^{t} f^{\prime \prime}\left(x_{\theta}^{1}\right) d \theta \\
& \left.-\int_{s}^{t} H\left(x_{\theta}^{1}-x_{\theta}^{2}\right) f^{\prime}\left(x_{\theta}^{1}\right) d \theta\right] \\
& \left.\times g\left(x_{s_{1}}^{1}, \ldots, x_{s_{p}}^{1}\right) d \nu\left(x^{1}, x^{2}, x^{3}, x^{4}\right)\right\}^{2} d \Pi^{\infty}(\nu) .
\end{aligned}
$$

An easy computation shows that, for some functionals $\psi$ and $\tilde{\psi}$,

$$
\begin{align*}
& \mathbb{E}\left[F\left(\mu^{N}\right)^{2}\right] \\
& \quad=\frac{1}{N^{2}} \sum_{i, k=1}^{N} \mathbb{E} \psi\left(X^{i}, X^{k}\right)+\frac{1}{N^{3}} \sum_{i, k, l=1}^{N} \mathbb{E} \tilde{\psi}\left(X^{i}, X^{k}, X^{l}\right)+C_{N} \tag{25}
\end{align*}
$$

with

$$
\begin{aligned}
C_{N}:=\frac{1}{N^{4}} \sum_{i, j, k, l=1}^{N} \int_{s}^{t} \int_{s}^{t} & \int_{\mathscr{E}([0, T] ; \mathbb{R})^{4}} H\left(x_{\theta}^{1}-x_{\theta}^{2}\right) f^{\prime}\left(x_{\theta}^{1}\right) g\left(x_{s_{1}}^{1}, \ldots, x_{s_{p}}^{1}\right) \\
& \times H\left(x_{\gamma}^{3}-x_{\gamma}^{4}\right) f^{\prime}\left(x_{\gamma}^{3}\right) g\left(x_{s_{1}}^{3}, \ldots, x_{s_{p}}^{3}\right) \\
& \times d \mathbb{P}_{\left(X{ }^{i, N}, X X^{j, N}, X^{k, N}, X,, N\right)}\left(x^{1}, \ldots, x^{4}\right) d \theta d \gamma .
\end{aligned}
$$

Let us look at the convergence of $\left(C_{N}\right)$. Let $\tau^{N}$ be defined by

$$
\tau^{N}:=\frac{1}{N^{4}} \sum_{i, j, k, l=1}^{N} \delta_{\left(X_{\dot{\theta}}^{i, N}, X_{\theta}^{j, N}, X_{\gamma}^{k, N}, X_{\gamma}^{l, N}, X_{s_{1}^{i}}^{i}, \ldots, X_{s_{p}^{i}, N}, X_{s_{1}}^{k_{1}, N}, \ldots, X_{s_{p}^{k}, N}\right)}
$$

and let $Q_{\theta, \gamma, s_{1}, \ldots, s_{p}}^{N}$ be the measure on $\mathbb{R}^{2 p+4}$ defined by

$$
Q_{\theta, \gamma, s_{1}, \ldots, s_{p}}^{N}(A)=\mathbb{E}\left(\tau^{N}(A)\right) .
$$

The convergence of (a subsequence of) $\left\{\operatorname{Law}\left(\nu^{N}\right)\right\}$ implies the weak convergence of $Q_{\theta, \gamma, s_{1}, \ldots, s_{p}}^{N}$ and the limit measure on $\mathbb{R}^{2 p+4}$ is defined by

$$
\begin{aligned}
& Q_{\theta, \gamma, s_{1}, \ldots, s_{p}}(A) \\
& =\int_{\mathscr{P}\left(\mathscr{E}([0, T] ; \mathbb{R})^{4}\right)} \int_{\mathscr{E}(0, T] ; \mathbb{R})^{4}} \mathbf{1}_{A}\left(x_{\theta}^{1}, x_{\theta}^{2}, x_{\gamma}^{3}, x_{\gamma}^{4}, x_{s_{1}}^{1}, \ldots, x_{s_{p}}^{1}, x_{s_{1}}^{3}, \ldots, x_{s_{p}}^{3}\right) \\
& \quad \times d \nu\left(x^{1}, \ldots, x^{4}\right) d \Pi^{\infty}(\nu) .
\end{aligned}
$$

This probability measure has a density w.r.t. Lebesgue measure since, for any smooth function $\phi$ of compact support in $\mathbb{R}^{2 p+4}$,

$$
\begin{aligned}
& \left\langle\left\langle Q_{\left.\theta, \gamma, s_{1}, \ldots, s_{p}, \phi\right\rangle \mid} \begin{array}{r}
\left\lvert\, \lim _{N \rightarrow \infty} \frac{1}{N^{4}} \sum_{i, j, k, l=1}^{N} \mathbb{E} \phi\left(X_{\theta}^{i, N}, X_{\theta}^{j, N}, X_{\gamma}^{k, N}, X_{\gamma}^{l, N}, X_{s_{1}}^{i, N}, \ldots, X_{s_{p}}^{i, N},\right.\right. \\
\left.X_{s_{1}}^{k, N}, \ldots, X_{s_{p}}^{k, N}\right) \mid
\end{array}\right.\right.
\end{aligned}
$$

$$
\leq C\left(T, \theta, \gamma, s_{1}, \ldots, s_{p}\right)\|\phi\|_{L^{2}\left(\mathbb{R}^{2 p+4}\right)} .
$$

[This can be proved by using Girsanov's transformation and the boundedness of the drift term of the stochastic differential system which describes the dynamics of $\left(X^{i, N}, X^{j, N}, X^{k, N}, X^{l, N}\right)$.] Thus, the function $\rho$ defined on $\mathbb{R}^{2 p+4}$ by

$$
\begin{aligned}
\rho\left(x^{1}, \ldots, x^{2 p+4}\right)= & H\left(x^{1}-x^{2}\right) f^{\prime}\left(x^{1}\right) g\left(x^{5}, \ldots, x^{p+4}\right) \\
& \times H\left(x^{3}-x^{4}\right) f^{\prime}\left(x^{3}\right) g\left(x^{p+5}, \ldots, x^{2 p+4}\right)
\end{aligned}
$$

is continuous $Q_{\theta, \gamma, s_{1}, \ldots, s_{p}}$-a.e., which implies

$$
\begin{aligned}
& \frac{1}{N^{4}} \sum_{i, j, k, l=1}^{N} \int_{\mathscr{E}([0, T] ; \mathbb{R})^{4}} H\left(x_{\theta}^{1}-x_{\theta}^{2}\right) f^{\prime}\left(x_{\theta}^{1}\right) g\left(x_{s_{1}}^{1}, \ldots, x_{s_{p}}^{1}\right) \\
& \quad \times H\left(x_{\gamma}^{3}-x_{\gamma}^{4}\right) f^{\prime}\left(x_{\gamma}^{3}\right) g\left(x_{s_{1}}^{3}, \ldots, x_{s_{p}}^{3}\right) d \mathbb{P}_{\left(X^{i, N}, X{ }^{j, N}, X^{k, N}, X^{l, N}\right)}\left(x^{1}, \ldots, x^{4}\right) \\
& \quad \rightarrow\left\langle Q_{\theta, \gamma, s_{1}, \ldots, s_{p}}, \rho\right\rangle .
\end{aligned}
$$

Therefore, we have

$$
\begin{aligned}
C_{N} \rightarrow & \int_{\mathscr{P}\left(\mathscr{B}([0, T] ; \mathbb{R})^{4}\right)} \int_{s}^{t} \int_{s}^{t} \int_{\mathscr{B}[0, T] ; \mathbb{R})^{4}} H\left(x_{\theta}^{1}-x_{\theta}^{2}\right) f^{\prime}\left(x_{\theta}^{1}\right) g\left(x_{s_{1}}^{1}, \ldots, x_{s_{p}}^{1}\right) \\
& \times H\left(x_{\gamma}^{3}-x_{\gamma}^{4}\right) f^{\prime}\left(x_{\gamma}^{3}\right) g\left(x_{s_{1}}^{3}, \ldots, x_{s_{p}}^{3}\right) d \nu\left(x^{1}, x^{2}, x^{3}, x^{4}\right) d \theta d \gamma d \Pi^{\infty}(\nu),
\end{aligned}
$$

and by Lemma 3.3,

$$
\begin{aligned}
& C_{N} \rightarrow \int_{\mathscr{P}\left(\mathscr{E}([0, T] ; \mathbb{R})^{4}\right)}\left[\int_{\mathscr{P}\left(\mathscr{E}([0, T] ; \mathbb{R})^{2}\right)} \int_{s}^{t} H\left(x_{\theta}^{1}-x_{\theta}^{2}\right) f^{\prime}\left(x_{\theta}^{1}\right) d \theta\right. \\
&\left.\times g\left(x_{s_{1}}^{1}, \ldots, x_{s_{p}}^{1}\right) d \nu^{1}\left(x^{1}\right) \otimes d \nu^{1}\left(x^{2}\right)\right]^{2} d \Pi^{\infty}(\nu) .
\end{aligned}
$$

Coming back to (25) and for the first two terms of the right-hand side using arguments similar to those developed for $C_{N}$, we deduce (24). Combining this result with (23), we have, $\Pi^{\infty}$-a.e.,

$$
\begin{array}{r}
\int_{\mathscr{C}(0, T] ; \mathbb{R})^{2}}\left[f\left(x_{t}^{1}\right)-f\left(x_{s}^{1}\right)-\frac{\sigma^{2}}{2} \int_{s}^{t} f^{\prime \prime}\left(x_{\theta}^{1}\right) d \theta\right. \\
\left.-\int_{s}^{t} H\left(x_{\theta}^{1}-x_{\theta}^{2}\right) f^{\prime}\left(x_{\theta}^{1}\right) d \theta\right]  \tag{26}\\
\times g\left(x_{s_{1}}^{1}, \ldots, x_{s_{p}}^{1}\right) d \nu^{1}\left(x^{1}\right) \otimes d \nu^{1}\left(x^{2}\right)=0 .
\end{array}
$$

Then, (26) and the uniqueness of the solution of the nonlinear martingale problem (9) imply that $\nu^{1}=\mathscr{Q}$, which is equivalent to

$$
\lim _{N \rightarrow \infty}\left(\operatorname{Law}\left(\mu^{N}\right)\right)=\delta_{\mathscr{C}}
$$

## 4. Proof of Theorem 3.1.

4.1. Notation. In the sequel, $C$ will denote any strictly positive real number independent of $N$ and $\Delta t$; typically it will depend on $\sigma, T$ and $U_{0}$.

We also will denote by $\mathbb{E}_{\mu} f\left(z_{t}\right)$ the expectation of $f\left(z_{t}\right)$ when $z_{0}$ has the distribution $\mu$, where $\left(z_{t}\right)$ is the Markov process solution to (17).
4.2. Preliminaries. As in the case of smooth kernels (cf. [4]), we decompose the error at time $t_{k},\left(V\left(t_{k}, \cdot\right)-\bar{V}_{t_{k}}(\cdot)\right)$, into three terms:

$$
\begin{align*}
& \mathbb{E}\left\|V\left(t_{k}, x\right)-\bar{V}_{t_{k}}(x)\right\|_{L^{1}(\mathbb{R})} \\
& \leq \\
& \quad\left\|_{\mathbb{E}_{U_{0}}} H\left(x-z_{t_{k}}\right)-\mathbb{E}_{\bar{U}_{0}} H\left(x-z_{t_{k}}\right)\right\|_{L^{1}(\mathbb{R})}  \tag{27}\\
& \quad+\mathbb{E}\left\|\mathbb{E}_{\bar{U}_{0}} H\left(x-z_{t_{k}}\right)-\frac{1}{N} \sum_{i=1}^{N} H\left(x-z_{t_{k}}^{i}\right)\right\|_{L^{1}(\mathbb{R})} \\
& \quad+\mathbb{E}\left\|\frac{1}{N} \sum_{i=1}^{N} H\left(x-z_{t_{k}}^{i}\right)-\frac{1}{N} \sum_{i=1}^{N} H\left(x-Y_{t_{k}}^{i}\right)\right\|_{L^{1}(\mathbb{R})} .
\end{align*}
$$

In the right-hand side, the first term corresponds to the approximation of the initial condition $V_{0}$ by the piecewise constant function $\bar{V}_{0}$. The second term corresponds to the introduction of the independent processes $\left(z_{t}^{i}\right)$ and is a statistical error. Estimates of these two terms are obtained by Bossy and Talay ([4], Lemmas 2.4 and 2.5), where the case of smooth interaction kernels is studied:

$$
\begin{align*}
&\left\|\mathbb{E}_{U_{0}} H\left(x-z_{t_{k}}\right)-\mathbb{E}_{\bar{U}_{0}} H\left(x-z_{t_{k}}\right)\right\|_{L^{1}(\mathbb{R})} \leq C\left\|V_{0}-\bar{V}_{0}\right\|_{L^{1}(\mathbb{R})},  \tag{28}\\
& \mathbb{E}\left\|\mathbb{E}_{\bar{U}_{0}} H\left(x-z_{t_{k}}\right)-\frac{1}{N} \sum_{i=1}^{N} H\left(x-z_{t_{k}}^{i}\right)\right\|_{L^{1}(\mathbb{R})} \leq \frac{C}{\sqrt{N}} . \tag{29}
\end{align*}
$$

The proofs of these two inequalities use the following estimates on the density of the transition probability $\gamma(t, x, y)$ of the process $\left(z_{t}(x)\right)$ :

1. If $U_{0}$ satisfies (H1)(ii), Lemma 2.3 shows that $V$ is Lipschitz in $x$ (and similarly we can also show that $V$ is Hölder in time with exponent $\frac{1}{2}$ ), so that one has the following estimates (cf. [9], pages 139-150 or Chapter 1 of [8]): for any $T$, there exist strictly positive constants $C_{0}$ and $C_{1}$ such that, $\forall t \in[0, T], \forall x, y, \forall \bar{\sigma}>\sigma$,

$$
\begin{align*}
\left|\gamma_{t}(x, y)\right| & \leq \frac{C_{0}}{\sqrt{t}} \exp \left(-\frac{(x-y)^{2}}{2 \bar{\sigma}^{2} t}\right)  \tag{30}\\
\left|\frac{\partial}{\partial y} \gamma_{t}(x, y)\right| & \leq \frac{C_{1}}{t} \exp \left(-\frac{(x-y)^{2}}{2 \bar{\sigma}^{2} t}\right) \tag{31}
\end{align*}
$$

The proof of (28) is based on (31), and the proof of (29) is based on (30) (see [4]).
2. If $U_{0}$ is a Dirac measure, there is no initialization error and we just need to prove (30) to obtain (29). In this case, Friedman's hypotheses to get (30) are not satisfied [the drift coefficient of $\left(z_{t}(x)\right)$ is $V$, which is not smooth enough]; nevertheless, we can prove the following lemma:

Lemma 4.1. Under (H1)(i), if $\gamma_{t}(x, y)$ denotes the density of the law of $z_{t}(x)(t \in(0, T])$, then there exists a constant $C_{0}$ only depending on $T$ and $\sigma$ such that

$$
\gamma_{t}(x, y) \leq \frac{C_{0}}{\sqrt{2 \pi t \sigma^{2}}} \exp \left(-\frac{(y-x)^{2}}{4 t \sigma^{2}}\right)
$$

The proof of this lemma, postponed to the Appendix, uses a representation formula for $\gamma_{t}(x, y)$ given in [10].

Thus, it remains to treat the third term of the right-hand side of (27), namely,

$$
\begin{equation*}
\mathbb{E}\left\|\frac{1}{N} \sum_{i=1}^{N} H\left(x-z_{t_{k}}^{i}\right)-\frac{1}{N} \sum_{i=1}^{N} H\left(x-Y_{t_{k}}^{i}\right)\right\|_{L^{1}(\mathbb{R})} . \tag{32}
\end{equation*}
$$

When the interaction kernel is smooth (cf. [4]) one can separately treat

$$
\mathbb{E}\left\|\frac{1}{N} \sum_{i=1}^{N} H\left(x-z_{t_{k}}^{i}\right)-\frac{1}{N} \sum_{i=1}^{N} H\left(x-\bar{z}_{t_{k}}^{i}\right)\right\|_{L^{1}(\mathbb{R})}
$$

and

$$
\mathbb{E}\left\|\frac{1}{N} \sum_{i=1}^{N} H\left(x-\bar{z}_{t_{k}}^{i}\right)-\frac{1}{N} \sum_{i=1}^{N} H\left(x-Y_{t_{k}}^{i}\right)\right\|_{L^{1}(\mathbb{R})} .
$$

Here, as the kernel is equal to the Heaviside function, this method does not work and a more complex analysis must be developed. The rest of this section is devoted to the proof of the next lemma.

Lemma 4.2. There exists a constant $C>0$ only depending on $V_{0}, \sigma$ and $T$ such that, for all $k=1, \ldots, K$,

$$
\mathbb{E}\left\|\frac{1}{N} \sum_{i=1}^{N} H\left(x-z_{t_{k}}^{i}\right)-\frac{1}{N} \sum_{i=1}^{N} H\left(x-Y_{t_{k}}^{i}\right)\right\|_{L^{1}(\mathbb{R})} \leq C\left(\sqrt{\Delta t}+\frac{1}{\sqrt{N}}\right) .
$$

In the proof of this estimate we use that for any $t \in(0, T], V(t, \cdot)$ is Lipschitz in $x$ with a Lipschitz constant bounded from above by $L_{0} / \sqrt{t}$, which is true under (H1) (cf. Lemma 2.3). In the case where $U_{0}$ is smooth, some steps of the proof can be simplified, but the convergence rate is not improved.
4.3. Proof of Lemma 4.2. Observing that

$$
\begin{equation*}
\forall a, b \in \mathbb{R}, \quad \int_{\mathbb{R}}|H(x-a)-H(x-b)| d x=|a-b|, \tag{33}
\end{equation*}
$$

one gets

$$
E\left\|\frac{1}{N} \sum_{i=1}^{N} H\left(x-z_{t_{k}}^{i}\right)-\frac{1}{N} \sum_{i=1}^{N} H\left(x-Y_{t_{k}}^{i}\right)\right\|_{L^{1}(\mathbb{R})} \leq \frac{1}{N} \sum_{i=1}^{N} \mathbb{E}\left|z_{t_{k}}^{i}-Y_{t_{k}}^{i}\right|
$$

Our objective is to bound $\left((1 / N) \sum_{i=1}^{N} \mathbb{E}\left|z_{t_{k}}^{i}-Y_{t_{k}}^{i}\right|\right)_{k=0, \ldots, K}$ from above.
We mention that time discretization of nonlinear diffusion processes in McKean's sense has also been studied by Ogawa [20, 21], but in a spirit totally different from ours. First, Ogawa's objective was not the analysis of a stochastic particle method for the McKean-Vlasov equation. Second, in the case under study, Ogawa's approximate process is recursively defined from $k=0$ by

$$
\xi_{k+1}=\xi_{k}+\frac{1}{N_{0}} \sum_{i=1}^{N_{0}} H\left(\xi_{k}-\xi_{k}^{i}\right) \Delta t+\Delta w_{k+1}
$$

where the $\xi_{k}^{i}$ 's are independent of $\xi_{k}$ and have the same law (on a highdimensional product space) as $\xi_{k}$. Thus, the simulation of $\left(\xi_{k}\right)$ using his approach does not seem tractable.

Observe that

$$
\begin{aligned}
\mathbb{E}\left|z_{t_{k}}^{i}-Y_{t_{k}}^{i}\right| \leq & \mathbb{E}\left|z_{t_{k-1}}^{i}-Y_{t_{k-1}}^{i}\right|+\mathbb{E}\left|\int_{t_{k-1}}^{t_{k}} V\left(s, z_{s}^{i}\right) d s-\Delta t \bar{V}_{t_{k-1}}\left(Y_{t_{k-1}}^{i}\right)\right| \\
\leq & \mathbb{E}\left|z_{t_{k-1}}^{i}-Y_{t_{k-1}}^{i}\right|+\mathbb{E} \int_{t_{k-1}}^{t_{k}}\left|V\left(s, z_{s}^{i}\right)-V\left(t_{k-1}, z_{t_{k-1}}^{i}\right)\right| d s \\
& +\Delta t \mathbb{E}\left|V\left(t_{k-1}, z_{t_{k-1}}^{i}\right)-\bar{V}_{t_{k-1}}\left(Y_{t_{k-1}}^{i}\right)\right|
\end{aligned}
$$

For all $t>0, V(t, \cdot)$ is Lipschitz with a Lipschitz constant bounded from above by $L_{0} / \sqrt{t}$. Therefore,

$$
\begin{align*}
& \mathbb{E} \int_{t_{k-1}}^{t_{k}}\left|V\left(s, z_{s}^{i}\right)-V\left(t_{k-1}, z_{t_{k-1}}^{i}\right)\right| d s \\
& \leq \mathbb{E} \int_{t_{k-1}}^{t_{k}}\left|V\left(s, z_{s}^{i}\right)-V\left(t_{k-1}, z_{s}^{i}\right)\right| d s  \tag{35}\\
& \\
& \quad+\mathbb{E} \int_{t_{k-1}}^{t_{k}}\left|V\left(t_{k-1}, z_{s}^{i}\right)-V\left(t_{k-1}, z_{t_{k-1}}^{i}\right)\right| d s \\
& \leq \\
& \leq
\end{align*}
$$

When $u_{0}$ is smooth, one can bound $\mathbb{E} \int_{t_{k-1}}^{t_{k}}\left|V\left(s, z_{s}^{i}\right)-V\left(t_{k-1}, z_{s}^{i}\right)\right| d s$ from above by using the Hölder property of $t \rightarrow V(t, x)$; in any case, under (H1)(i)
or (H1)(ii), one can apply Lemma 4.1 [respectively (30)] and get

$$
\begin{aligned}
\mathbb{E} \int_{t_{k-1}}^{t_{k}}\left|V\left(s, z_{s}^{i}\right)-V\left(t_{k-1}, z_{s}^{i}\right)\right| d s \\
\quad \leq C \int_{t_{k-1}}^{t_{k}} \int_{\mathbb{R}}\left|V(s, x)-V\left(t_{k-1}, x\right)\right| \frac{1}{\sqrt{s}} d x d s \\
\quad \leq C \int_{t_{k-1}}^{t_{k}} \mathbb{E}_{U_{0}} \int_{\mathbb{R}}\left|H\left(x-z_{s}\right)-H\left(x-z_{t_{k-1}}\right)\right| \frac{1}{\sqrt{s}} d x d s
\end{aligned}
$$

from which, by (33), one gets that

$$
\mathbb{E} \int_{t_{k-1}}^{t_{k}}\left|V\left(s, z_{s}^{i}\right)-V\left(t_{k-1}, z_{s}^{i}\right)\right| d s \leq \frac{C}{\sqrt{t_{k-1}}} \int_{t_{k-1}}^{t_{k}} \mathbb{E}_{U_{0}}\left|z_{s}-z_{t_{k-1}}\right| d s
$$

As

$$
\mathbb{E}\left|z_{s}^{i}-z_{t_{k-1}}^{i}\right| \leq \Delta t+\sigma \mathbb{E}\left|w_{s}^{i}-w_{t_{k-1}}^{i}\right|
$$

and

$$
\mathbb{E}_{U_{0}}\left|z_{s}-z_{t_{k-1}}\right| \leq \Delta t+\sigma \mathbb{E}\left|w_{s}-w_{t_{k-1}}\right|,
$$

the inequality (35) becomes

$$
\begin{aligned}
\mathbb{E} \int_{t_{k-1}}^{t_{k}}\left|V\left(s, z_{s}^{i}\right)-V\left(t_{k-1}, z_{t_{k-1}}^{i}\right)\right| d s & \leq\left(\frac{C}{\sqrt{t_{k-1}}}+\frac{L_{0}}{\sqrt{t_{k-1}}}\right)\left(\Delta t^{2}+\sigma \Delta t^{3 / 2}\right) \\
& \leq \frac{C \Delta t^{3 / 2}}{\sqrt{t_{k-1}}},
\end{aligned}
$$

where $C$ is a constant depending only on $T, \sigma$ and $V_{0}$. Coming back to (34) and using again that $V\left(t_{k-1}, \cdot\right)$ is Lipschitz, one gets

$$
\begin{aligned}
\mathbb{E}\left|z_{t_{k}}^{i}-Y_{t_{k}}^{i}\right| \leq & \left(1+\frac{L_{0}}{\sqrt{t_{k-1}}} \Delta t\right) \mathbb{E}\left|z_{t_{k-1}}^{i}-Y_{t_{k-1}}^{i}\right|+\frac{C \Delta t^{3 / 2}}{\sqrt{t_{k-1}}} \\
& +\Delta t \mathbb{E}\left|V\left(t_{k-1}, Y_{t_{k-1}}^{i}\right)-\bar{V}_{t_{k-1}}\left(Y_{t_{k-1}}^{i}\right)\right|
\end{aligned}
$$

from which comes

$$
\begin{aligned}
\mathbb{E} \mid z_{t_{k}}^{i}- & Y_{t_{k}}^{i} \mid \\
\leq & \prod_{l=1}^{k-1}\left(1+\frac{L_{0}}{\sqrt{t_{k-l}}} \Delta t\right) \mathbb{E}\left|z_{\Delta t}^{i}-Y_{\Delta t}^{i}\right|+\frac{C \Delta t^{3 / 2}}{\sqrt{t_{k-1}}} \\
& +\Delta t \mathbb{E}\left|V\left(t_{k-1}, Y_{t_{k-1}}^{i}\right)-\bar{V}_{t_{k-1}}\left(Y_{t_{k-1}}^{i}\right)\right| \\
& +\sum_{l=2}^{k-1} \prod_{j=1}^{l-1}\left(1+\frac{L_{0} \Delta t}{\sqrt{t_{k-j}}}\right)\left(\frac{C \Delta t^{3 / 2}}{\sqrt{t_{k-l}}}+\Delta t \mathbb{E}\left|V\left(t_{k-l}, Y_{t_{k-l}}^{i}\right)-\bar{V}_{t_{k-l}}\left(Y_{t_{k-l}}^{i}\right)\right|\right) .
\end{aligned}
$$

For all $l \in\{2, \ldots, k-1\}$,

$$
\begin{aligned}
\prod_{j=1}^{l-1}\left(1+\frac{L_{0}}{\sqrt{t_{k-j}}} \Delta t\right) & \leq \exp \left(\sum_{j=k-l+1}^{k-1} \frac{L_{0} \Delta t}{\sqrt{j \Delta t}}\right) \\
& \leq \exp \left(\int_{t_{k-l+1}}^{t_{k}} \frac{L_{0}}{\sqrt{s}} d s\right) \leq \exp \left(2 L_{0} \sqrt{T}\right)
\end{aligned}
$$

Therefore,

$$
\begin{aligned}
\mathbb{E} \mid z_{t_{k}}^{i}- & Y_{t_{k}}^{i} \mid \\
\leq & \exp \left(2 L_{0} \sqrt{T}\right) \\
& \times\left(\mathbb{E}\left|z_{\Delta t}^{i}-Y_{\Delta t}^{i}\right|+\sum_{l=1}^{k-1} \Delta t \mathbb{E}\left|V\left(t_{l}, Y_{t_{l}}^{i}\right)-\bar{V}_{t_{l}}\left(Y_{t_{l}}^{i}\right)\right|+\sum_{l=1}^{k-1} \frac{C \Delta t^{3 / 2}}{\sqrt{t_{k-l}}}\right) .
\end{aligned}
$$

As $z_{0}^{i}=Y_{0}^{i}$, one has that $\mathbb{E}\left|z_{\Delta t}^{i}-Y_{\Delta t}^{i}\right| \leq \Delta t$, so that

$$
\mathbb{E}\left|z_{t_{k}}^{i}-Y_{t_{k}}^{i}\right| \leq \exp \left(L_{0} T\right)\left(\Delta t+\sum_{l=1}^{k-1} \Delta t \mathbb{E}\left|V\left(t_{l}, Y_{t_{l}}^{i}\right)-\bar{V}_{t_{l}}\left(Y_{t_{l}}^{i}\right)\right|+2 C \sqrt{t_{k}} \sqrt{\Delta t}\right)
$$

For $k=0, \ldots, K$ set

$$
\begin{equation*}
E_{k}:=\frac{1}{N} \sum_{i=1}^{N} \mathbb{E}\left|V\left(t_{k}, Y_{t_{k}}^{i}\right)-\bar{V}_{t_{k}}\left(Y_{t_{k}}^{i}\right)\right| . \tag{36}
\end{equation*}
$$

Then,

$$
\begin{align*}
& \frac{1}{N} \sum_{i=1}^{N} \mathbb{E}\left|z_{t_{k}}^{i}-Y_{t_{k}}^{i}\right| \leq C\left(\sum_{l=1}^{k-1} \Delta t E_{l}+\sqrt{t_{k}} \sqrt{\Delta t}\right), \quad k=2, \ldots, K  \tag{37}\\
& \frac{1}{N} \sum_{i=1}^{N} \mathbb{E}\left|z_{\Delta t}^{i}-Y_{\Delta t}^{i}\right| \leq \Delta t
\end{align*}
$$

where $C$ is a constant depending only on $T, \sigma$ and $V_{0}$.
Below (Lemma 4.3) we will prove that there exists a constant $C$ depending only on $V_{0}, T$ and $\sigma$ such that, for any $k=0, \ldots, K$,

$$
\begin{equation*}
E_{k} \leq C\left(\sqrt{\Delta t}+\frac{1}{\sqrt{N}}\right) \tag{38}
\end{equation*}
$$

Assuming this result, (37) becomes

$$
\begin{equation*}
\frac{1}{N} \sum_{i=1}^{N} \mathbb{E}\left|z_{t_{k}}^{i}-Y_{t_{k}}^{i}\right| \leq C\left(\sqrt{\Delta t}+\frac{1}{\sqrt{N}}\right) \tag{39}
\end{equation*}
$$

Thus, Lemma 4.2 is proved.
Lemma 4.3. There exists a constant $C$ depending only on $V_{0}, T$ and $\sigma$ such that, for any $k=0, \ldots, K$,

$$
\begin{equation*}
E_{k}=\frac{1}{N} \sum_{i=1}^{N} \mathbb{E}\left|V\left(t_{k}, Y_{t_{k}}^{i}\right)-\bar{V}_{t_{k}}\left(Y_{t_{k}}^{i}\right)\right| \leq C\left(\sqrt{\Delta t}+\frac{1}{\sqrt{N}}\right) . \tag{40}
\end{equation*}
$$

Proof. First note that, when $U_{0}$ is a Dirac measure, then $V_{0}=\bar{V}_{0}$ and thus, $E_{0}=0$. When (H1)(ii) holds, by definition of the ( $y_{0}^{i}$ )'s one has

$$
\begin{aligned}
E_{0} & =\frac{1}{N} \sum_{i=1}^{N}\left|V\left(0, z_{0}^{i}\right)-\bar{V}_{0}\left(Y_{0}^{i}\right)\right| \\
& =\frac{1}{N} \sum_{i=1}^{N-1}\left|V_{0}\left(V_{0}^{-1}\left(\frac{i}{N}\right)\right)-\frac{i}{N}\right|+\left|V_{0}\left(V_{0}^{-1}\left(1-\frac{1}{2 N}\right)\right)-1\right|=\frac{1}{2 N}
\end{aligned}
$$

Now fix $k \in\{1, \ldots, K\}$ and decompose $E_{k}$ into three terms:

$$
\begin{aligned}
E_{k}= & \frac{1}{N} \sum_{i=1}^{N} \mathbb{E}\left|V\left(t_{k}, Y_{t_{k}}^{i}\right)-\frac{1}{N} \sum_{j=1}^{N} H\left(Y_{t_{k}}^{i}-Y_{t_{k}}^{j}\right)\right| \\
\leq & \frac{1}{N} \sum_{i=1}^{N} \mathbb{E}\left|V\left(t_{k}, Y_{t_{k}}^{i}\right)-V\left(t_{k}, z_{t_{k}}^{i}\right)\right| \\
& +\frac{1}{N} \sum_{i=1}^{N} \mathbb{E}\left|V\left(t_{k}, z_{t_{k}}^{i}\right)-\frac{1}{N} \sum_{j=1}^{N} H\left(z_{t_{k}}^{i}-z_{t_{k}}^{j}\right)\right| \\
& +\frac{1}{N} \sum_{i=1}^{N} \mathbb{E}\left|\frac{1}{N} \sum_{j=1}^{N} H\left(z_{t_{k}}^{i}-z_{t_{k}}^{j}\right)-\frac{1}{N} \sum_{j=1}^{N} H\left(Y_{t_{k}}^{i}-Y_{t_{k}}^{j}\right)\right| \\
\leq & \frac{L_{0}}{\sqrt{t_{k}}} \frac{1}{N} \sum_{i=1}^{N} \mathbb{E}\left|z_{t_{k}}^{i}-Y_{t_{k}}^{i}\right| \\
& +\frac{1}{N} \sum_{i=1}^{N} \mathbb{E}\left|V\left(t_{k}, z_{t_{k}}^{i}\right)-\frac{1}{N} \sum_{j=1}^{N} H\left(z_{t_{k}}^{i}-z_{t_{k}}^{j}\right)\right| \\
& +\frac{1}{N^{2}} \sum_{i, j=1}^{N} \mathbb{E}\left|H\left(z_{t_{k}}^{i}-z_{t_{k}}^{j}\right)-H\left(Y_{t_{k}}^{i}-Y_{t_{k}}^{j}\right)\right| .
\end{aligned}
$$

We now use the following arguments:
(a) We have just seen [cf. (37)] how we can bound $(1 / N) \sum_{i=1}^{N} \mathbb{E}\left|z_{t_{k}}^{i}-Y_{t_{k}}^{i}\right|$ from above in terms of the $E_{l}$ 's $(l=0, \ldots, k-1)$. Note that we cannot use (39) since we use (40) to get it.
(b) In the next subsection (Lemma 4.4), we will prove the following upper bound for the second term of the right-hand side of (41): there exists a constant $C$, depending only on $T$ and $\sigma$ such that, for all $t \in[0, T]$ and any $i=1, \ldots, N$, one has

$$
\begin{equation*}
\mathbb{E}\left|V\left(t, z_{t}^{i}\right)-\frac{1}{N} \sum_{j=1}^{N} H\left(z_{t}^{i}-z_{t}^{j}\right)\right| \leq \frac{C}{\sqrt{N}} \tag{42}
\end{equation*}
$$

(c) Set

$$
F_{k}:=\frac{1}{N^{2}} \sum_{i, j=1}^{N} \mathbb{E}\left|H\left(z_{t_{k}}^{i}-z_{t_{k}}^{j}\right)-\frac{1}{N} \sum_{j=1}^{N} H\left(Y_{t_{k}}^{i}-Y_{t_{k}}^{j}\right)\right| .
$$

In the next subsection (Lemma 4.5), we will prove that there exists a constant $C$, depending only on $T, \sigma$ and $V_{0}$ such that one has

$$
F_{k} \leq \begin{cases}C\left(\sqrt{\Delta t}+\frac{1}{N}+\sum_{l=2}^{k-1} \frac{\Delta t}{\sqrt{t_{k}-t_{l}}}\left(E_{l}+\frac{\Delta t}{\sqrt{t_{l}}} \sum_{q=1}^{l-1} E_{q}\right)\right),  \tag{43}\\ \quad \text { for } k=3, \ldots, K, \\ C\left(\sqrt{\Delta t}+\frac{1}{N}\right), \quad \text { for } k=1,2 .\end{cases}
$$

Assume the above estimates; for $k \geq 3$, one then has

$$
\begin{aligned}
E_{k} \leq & \frac{C}{\sqrt{t_{k}}}\left(\sum_{l=1}^{k-1} \Delta t E_{l}+\sqrt{t_{k}} \sqrt{\Delta t}\right)+\frac{C}{\sqrt{N}} \\
& +C\left[\sqrt{\Delta t}+\frac{1}{N}+\sum_{l=2}^{k-1} \frac{\Delta t}{\sqrt{t_{k}-t_{l}}}\left(E_{l}+\frac{\Delta t}{\sqrt{t_{l}}} \sum_{q=1}^{l-1} E_{q}\right)\right] .
\end{aligned}
$$

Besides, as $\mathbb{E}\left|z_{\Delta t}^{i}-Y_{\Delta t}^{i}\right| \leq \Delta t$ and $\mathbb{E}\left|z_{2 \Delta t}^{i}-Y_{2 \Delta t}^{i}\right| \leq 2 \Delta t$, the inequalities (42) and (43) imply that $E_{1} \leq C(\sqrt{\Delta t}+1 / \sqrt{N})$ and $E_{2} \leq C(\sqrt{\Delta t}+1 / \sqrt{N})$. Thus,

$$
\begin{aligned}
E_{k} \leq & C\left[\sum_{l=1}^{k-1} \frac{\Delta t}{\sqrt{t_{k}}} E_{l}+\sum_{l=2}^{k-1} \frac{\Delta t}{\sqrt{t_{k}-t_{l}}} E_{l}+\sum_{l=2}^{k-1} \frac{\Delta t}{\sqrt{t_{k}-t_{l}} \sqrt{t_{l}}} \sum_{q=1}^{l-1} \Delta t E_{q}\right] \\
& +C\left(\sqrt{\Delta t}+\frac{1}{\sqrt{N}}\right), \quad k=3, \ldots, K, \\
E_{0} \leq & \frac{1}{2 N}, \quad E_{1} \leq C\left(\sqrt{\Delta t}+\frac{1}{\sqrt{N}}\right), \quad E_{2} \leq C\left(\sqrt{\Delta t}+\frac{1}{\sqrt{N}}\right),
\end{aligned}
$$

where $C$ is a constant depending only on $T, \sigma$ and $V_{0}$.
We are now in a position to prove (40).
For all $t \in[0, T]$, define the function $\varepsilon(t)$ by

$$
\varepsilon(t):=\sum_{k=0}^{K-1} \mathbf{1}_{\left[t_{k}, t_{k+1}\right)}(t) E_{k}, \quad \varepsilon(T):=E_{K} .
$$

This function is measurable, positive and bounded by 1 [remember the definition (36)].

The function $s \rightarrow 1 / \sqrt{t_{k}-s}$ being increasing on $\left(0, t_{k}\right)$, one has that

$$
\sum_{l=2}^{k-1} \frac{\Delta t}{\sqrt{t_{k}-t_{l}}} E_{l} \leq \int_{0}^{t_{k}} \frac{\varepsilon(s)}{\sqrt{t_{k}-s}} d s
$$

The function $s \rightarrow 1 / \sqrt{s} \sqrt{t_{k}-s}$ being decreasing on $\left(0, t_{k} / 2\right)$ and increasing on $\left(t_{k} / 2, t_{k}\right)$, one has that

$$
\begin{aligned}
\sum_{l=2}^{k-1} \frac{\Delta t}{\sqrt{t_{k}-t_{l}} \sqrt{t_{l}}} \sum_{q=1}^{l-1} \Delta t E_{q} & \leq \int_{0}^{t_{k}} \varepsilon(s) d s \sum_{l=2}^{k-1} \frac{\Delta t}{\sqrt{t_{k}-t_{l}} \sqrt{t_{l}}} \\
& \leq \int_{0}^{t_{k}} \varepsilon(s) d s \int_{0}^{t_{k}} \frac{1}{\sqrt{t_{k}-s} \sqrt{s}} d s \leq 4 \int_{\Delta t}^{t_{k}} \varepsilon(s) d s
\end{aligned}
$$

Thus, the function $\varepsilon(t)$ satisfies

$$
\varepsilon\left(t_{k}\right) \leq C\left(\sqrt{\Delta t}+\frac{1}{\sqrt{N}}\right)+\int_{0}^{t_{k}} C\left(\frac{1}{\sqrt{t_{k}}}+\frac{1}{\sqrt{t_{k}-s}}+1\right) \varepsilon(s) d s
$$

We conclude by applying Gronwall's lemma

$$
\varepsilon(T) \leq C\left(\sqrt{\Delta t}+\frac{1}{\sqrt{N}}\right)
$$

### 4.4. Technical lemmas. We now prove estimates (42) and (43).

Lemma 4.4 [Proof of (42)]. There exists a constant $C$ depending only on $T$ and $\sigma$ such that, for all $t \in[0, T]$ and for any $i=1, \ldots, N$, one has

$$
\mathbb{E}\left|V\left(t, z_{t}^{i}\right)-\frac{1}{N} \sum_{j=1}^{N} H\left(z_{t}^{i}-z_{t}^{j}\right)\right| \leq \frac{C}{\sqrt{N}}
$$

Proof. For $i \in\{1, \ldots, N\}$ and $t \in[0, T]$ fixed, consider

$$
\begin{aligned}
& \mathbb{E}\left|V\left(t, z_{t}^{i}\right)-\frac{1}{N} \sum_{j=1}^{N} H\left(z_{t}^{i}-z_{t}^{j}\right)\right| \\
& \leq \\
& \quad \mathbb{E}\left|V\left(t, z_{t}^{i}\right)-\mathbb{E}_{\bar{U}_{0}} H\left(x-z_{t}\right)\right|_{x=z_{t}^{i}} \mid \\
& \left.\quad+\mathbb{E}\left|\frac{1}{N} \sum_{j=1}^{N} \mathbb{E} H\left(x-z_{t}^{j}\right)\right|_{x=z_{t}^{i}}-\frac{1}{N} \sum_{j=1}^{N} H\left(z_{t}^{i}-z_{t}^{j}\right) \right\rvert\, \\
& \quad:=A+B .
\end{aligned}
$$

Let us first treat $A$.
If $U_{0}$ is a Dirac measure, then $U_{0}=\bar{U}_{0}$ and $A$ is 0 ; if (H1)(ii) holds, then we can easily use the arguments of the proof of Lemma 3.1 in [4] to prove

$$
\left|V(t, x)-\mathbb{E}_{\bar{U}_{0}} H\left(x-z_{t}\right)\right| \leq C\left\|V_{0}(\cdot)-\bar{V}_{0}(\cdot)\right\|_{L^{\infty}(\mathbb{R})} \quad \forall x \in \mathbb{R}
$$

By definition of $\bar{V}_{0}$, it follows that

$$
A \leq \frac{1}{N}
$$

Now consider B:

$$
\begin{aligned}
& \mathbb{E}\left(\frac{1}{N} \sum_{j=1}^{N}\left(\left.\mathbb{E} H\left(x-z_{t}^{j}\right)\right|_{x=z_{t}^{i}}-H\left(z_{t}^{i}-z_{t}^{j}\right)\right)\right)^{2} \\
&= \frac{1}{N^{2}} \sum_{j=1}^{N} \mathbb{E}\left(\left.\mathbb{E} H\left(x-z_{t}^{j}\right)\right|_{x=z_{t}^{i}}-H\left(z_{t}^{i}-z_{t}^{j}\right)\right)^{2} \\
&+\frac{1}{N^{2}} \sum_{\substack{j, k=1 \\
j \neq k}}^{N} \mathbb{E}\left[\left(\left.\mathbb{E} H\left(x-z_{t}^{j}\right)\right|_{x=z_{t}^{i}}-H\left(z_{t}^{i}-z_{t}^{j}\right)\right)\right. \\
&\left.\times\left(\left.\mathbb{E} H\left(x-z_{t}^{k}\right)\right|_{x=z_{t}^{i}}-H\left(z_{t}^{i}-z_{t}^{k}\right)\right)\right]
\end{aligned}
$$

The ( $z_{t}^{j}, j=1, \ldots, N$ ) being independent, one gets that

$$
\mathbb{E}\left(\frac{1}{N} \sum_{j=1}^{N}\left(\left.\mathbb{E} H\left(x-z_{t}^{j}\right)\right|_{x=z_{t}^{i}}-H\left(z_{t}^{i}-z_{t}^{j}\right)\right)\right)^{2} \leq \frac{1}{N},
$$

which ends the proof of the lemma.
Lemma 4.5 [Proof of (43)]. There exists a constant $C$, depending only on $T$, $\sigma$ and $V_{0}$ such that, for any $k \in\{3, \ldots, K\}$, one has

$$
\begin{aligned}
F_{k} & :=\frac{1}{N^{2}} \sum_{i=1}^{N} \sum_{j=1}^{N} \mathbb{E}\left|H\left(z_{t_{k}}^{i}-z_{t_{k}}^{j}\right)-H\left(Y_{t_{k}}^{i}-Y_{t_{k}}^{j}\right)\right| \\
& \leq C\left[\sqrt{\Delta t}+\frac{1}{N}+\sum_{l=2}^{k-1} \frac{\Delta t}{\sqrt{t_{k}-t_{l}}}\left(E_{l}+\frac{\Delta t}{\sqrt{t_{l}}} \sum_{q=1}^{l-1} E_{q}\right)\right] .
\end{aligned}
$$

For $k=0, F_{k}=0$ and for $k=1,2, F_{k} \leq C(\sqrt{\Delta t}+1 / N)$.
Proof. As $z_{0}^{i}=Y_{0}^{i}$, it is clear that the left-hand side is 0 when $k=0$.
When $k=1, Y_{\Delta t}^{i}=\bar{z}_{\Delta t}^{i}$; thus, for $i \neq j$,

$$
\begin{aligned}
& \mathbb{E}\left|H\left(z_{\Delta t}^{i}-z_{\Delta t}^{j}\right)-H\left(\bar{z}_{\Delta t}^{i}-\bar{z}_{\Delta t}^{j}\right)\right| \\
& \quad \leq \mathbb{E}\left|H\left(z_{\Delta t}^{i}-z_{\Delta t}^{j}\right)-H\left(\bar{z}_{\Delta t}^{i}-z_{\Delta t}^{j}\right)\right|+\mathbb{E}\left|H\left(\bar{z}_{\Delta t}^{i}-z_{\Delta t}^{j}\right)-H\left(\bar{z}_{\Delta t}^{i}-\bar{z}_{\Delta t}^{j}\right)\right| .
\end{aligned}
$$

Integrate w.r.t. the law of $z_{\Delta t}^{j}$ and apply Lemma 4.1 or (30) and use (33):

$$
\begin{aligned}
\mathbb{E}\left|H\left(z_{\Delta t}^{i}-z_{\Delta t}^{j}\right)-H\left(\bar{z}_{\Delta t}^{i}-z_{\Delta t}^{j}\right)\right| & \leq \mathbb{E} \int_{\mathbb{R}} \frac{C}{\sqrt{\Delta t}}\left|H\left(z_{\Delta t}^{i}-x\right)-H\left(\bar{z}_{\Delta t}^{i}-x\right)\right| d x \\
& \leq \frac{C}{\sqrt{\Delta t}} \mathbb{E}\left|z_{\Delta t}^{i}-\bar{z}_{\Delta t}^{i}\right| \leq C \sqrt{\Delta t}
\end{aligned}
$$

Besides, for $i \neq j$,

$$
\begin{aligned}
& \mathbb{E}\left|H\left(\bar{z}_{\Delta t}^{i}-z_{\Delta t}^{j}\right)-H\left(\bar{z}_{\Delta t}^{i}-\bar{z}_{\Delta t}^{j}\right)\right| \\
& \quad \leq \mathbb{E} \int_{\mathbb{R}} \frac{1}{\sqrt{2 \pi \sigma^{2} \Delta t}}\left|H\left(x-z_{\Delta t}^{j}\right)-H\left(x-\bar{z}_{\Delta t}^{j}\right)\right| d x \leq C \sqrt{\Delta t}
\end{aligned}
$$

Thus (43) holds for $k=1$ and, similarly, for $k=2$.
Now fix $k \in\{3, \ldots, K\}$. The difficulty is to find the appropriate relation between the left-hand side of (43) and the $E_{j}^{\prime}$ 's.

For all $x \in \mathbb{R}, i=1, \ldots, N$ and $l=0, \ldots, K$, define the process $\left(z_{t}^{i, l}(x)\right)$ by

$$
\begin{align*}
& z_{t}^{i, l}(x):=x+\int_{0}^{t} V\left(t_{l}+s, z_{s}^{i, l}(x)\right) d s+\sigma\left(w_{t+t_{l}}^{i}-w_{t_{l}}^{i}\right)  \tag{44}\\
& t \in\left[0, T-t_{l}\right]
\end{align*}
$$

Then
$\mathbb{E}\left|H\left(Y_{t_{k}}^{i}-Y_{t_{k}}^{j}\right)-H\left(z_{t_{k}}^{i}-z_{t_{k}}^{j}\right)\right|=\mathbb{E}\left|H\left(Y_{t_{k}}^{i}-Y_{t_{k}}^{j}\right)-H\left(z_{t_{k}}^{i, 0}\left(y_{0}^{i}\right)-z_{t_{k}}^{j, 0}\left(y_{0}^{j}\right)\right)\right|$,
from which

$$
\begin{align*}
& \mathbb{E}\left|H\left(Y_{t_{k}}^{i}-Y_{t_{k}}^{j}\right)-H\left(z_{t_{k}}^{i}-z_{t_{k}}^{j}\right)\right| \\
& \leq \sum_{l=0}^{k-1} \mathbb{E} \mid H\left(z_{l \Delta t}^{i, k-l}\left(Y_{t_{k-l}}^{i}\right)-z_{l \Delta t}^{j, k-l}\left(Y_{t_{k-l}}^{j}\right)\right)  \tag{45}\\
& \quad-H\left(z_{(l+1) \Delta t}^{i, k-(l+1)}\left(Y_{t_{k-(l+1)}}^{i}\right)-z_{(l+1) \Delta t}^{j, k-(l+1)}\left(Y_{t_{k-(l+1)}}^{j}\right)\right) \mid
\end{align*}
$$

Fix $l$ and $i \neq j$ :

$$
\begin{aligned}
& \mid H\left(z_{l \Delta t}^{i, k-l}\left(Y_{t_{k-l}}^{i}\right)-z_{l \Delta t}^{j, k-l}\left(Y_{t_{k-l}}^{j}\right)\right) \\
& -H\left(z_{(l+1) \Delta t}^{i, k-(l+1)}\left(Y_{t_{k-(l+1)}}^{i}\right)-z_{(l+1) \Delta t}^{j, k-(l+1)}\left(Y_{t_{k-(l+1)}}^{j}\right)\right) \mid \\
& \quad \leq \mid H\left(z_{l \Delta t}^{i, k-l}\left(Y_{t_{k-l}}^{i}\right)-z_{l \Delta t}^{j, k-l}\left(Y_{t_{k-l}}^{j}\right)\right) \\
& \quad-H\left(z_{l \Delta t}^{i, k-l}\left(Y_{t_{k-l}}^{i}\right)-z_{(l+1) \Delta t}^{j, k-(l+1)}\left(Y_{t_{k-(l+1)}}^{j}\right)\right) \mid \\
& \quad+\mid H\left(z_{l \Delta t}^{i, k-l}\left(Y_{t_{k-l}}^{i}\right)-z_{(l+1) \Delta t}^{j, k-(l+1)}\left(Y_{t_{k-(l+1)}}^{j}\right)\right) \\
& \quad-H\left(z_{(l+1) \Delta t}^{i, k-(l+1)}\left(Y_{t_{k-(l+1)}}^{i}\right)-z_{(l+1) \Delta t}^{j, k-(l+1)}\left(Y_{\left.t_{k-(l+1)}\right)}^{j}\right)\right) \mid \\
& =: A+B
\end{aligned}
$$

We first bound $\mathbb{E} A$ from above.

Let $\left(\mathscr{F}_{t}\right)$ be the $\sigma$-field generated by ( $w_{t}^{i}, 1 \leq i \leq N$ ). Then, denoting by $\Delta w_{p}^{i}$ the quantity $w_{p \Delta t}^{i}-w_{(p-1) \Delta t}^{i}$, one has

$$
\begin{aligned}
& \mathbb{E} A=\mathbb{E} \mid H\left(z_{l \Delta t}^{i, k-l}\left(Y_{t_{k-l}}^{i}\right)-z_{l \Delta t}^{j, k-l}\left(Y_{t_{k-l}}^{j}\right)\right) \\
& -H\left(z_{l \Delta t}^{i, k-l}\left(Y_{t_{k-l}}^{i}\right)-z_{(l+1) \Delta t}^{j, k-(l+1)}\left(Y_{t_{k-(l+1)}^{j}}^{j}\right)\right) \mid \\
& =\mathbb{E}^{\mathscr{S}_{t_{k-(l+1)}}} \mid H\left(z_{l \Delta t}^{i, k-l}\left(Y_{t_{k-l}}^{i}\right)-z_{l \Delta t}^{j, k-l}\left(Y_{t_{k-l}}^{j}\right)\right) \\
& -H\left(z_{l \Delta t}^{i, k-l}\left(Y_{t_{k-l}}^{i}\right)-z_{(l+1) \Delta t}^{j, k-(l+1)}\left(Y_{t_{k-(l+1)}^{j}}^{j}\right)\right) \mid \\
& =\mathbb{E}^{\mathscr{T}_{t_{k-(l+1)}}} \mid H\left(z_{l \Delta t}^{i, k-l}\left(Y_{t_{k-(l+1)}}^{i}+\Delta t \bar{V}_{t_{k-(l+1)}}\left(Y_{t_{k-(l+1)}}^{i}\right)+\Delta w_{k-l}^{i}\right)\right. \\
& \left.-z_{l \Delta t}^{j, k-l}\left(Y_{t_{k-l}}^{j}\right)\right) \\
& -H\left(z_{l \Delta t}^{i, k-l}\left(Y_{t_{k-(l+1)}}^{i}+\Delta t \bar{V}_{t_{k-(l+1)}}\left(Y_{t_{k-(l+1)}}^{i}\right)+\Delta w_{k-l}^{i}\right)\right. \\
& \left.-z_{(l+1) \Delta t}^{j, k-(l+1)}\left(Y_{t_{k-(l+1)}}^{j}\right)\right) \mid .
\end{aligned}
$$

Let $g_{\sigma^{2} \Delta t}(\cdot)$ denote the Gaussian density of mean 0 and variance $\sigma^{2} \Delta t$.
The random variables $z_{l \Delta t}^{j, k-l}\left(Y_{t_{k-l}}^{j}\right)$ and $z_{(l+1) \Delta t}^{j, k-(l+1)}\left(Y_{t_{k-(l+1)}}^{j}\right)$ are independent of $\Delta w_{k-l}^{i}$. In addition, $z_{l \Delta t}^{i, k-l}(x)$ is independent of $\Delta w_{k-l}^{i l^{i-l(t+1)} \text {. Therefore, }}$

$$
\begin{array}{r}
\mathbb{E} A=\mathbb{E} \int_{\mathbb{R}} g_{\sigma^{2} \Delta t}(z) \mid H\left(z_{l \Delta t}^{i, k-l}\left(Y_{t_{k-(l+1)}}^{i}+\Delta t \bar{V}_{t_{k-(l+1)}}\left(Y_{t_{k-(l+1)}}^{i}\right)+z\right)\right. \\
\left.-z_{l \Delta t}^{j, k-l}\left(Y_{t_{k-l}}^{j}\right)\right) \\
-H\left(z_{l \Delta t}^{i, k-l}\left(Y_{t_{k-(l+1)}}^{i}+\Delta t \bar{V}_{t_{k-(l+1)}}\left(Y_{t_{k-l+1)}}^{i}\right)+z\right)\right. \\
\left.-z_{(l+1) \Delta t}^{j, k-(l+1)}\left(Y_{t_{k-(l+1)}}^{j}\right)\right) \mid d z .
\end{array}
$$

Remember that $\gamma_{t}^{i, k}(x, \cdot)$ denotes the density of the law of $z_{t}^{i, k}(x)$ defined in (44). As $i \neq j$, it becomes

$$
\begin{aligned}
\mathbb{E} A=\mathbb{E} \int_{\mathbb{R}} & \left|H\left(y-z_{l \Delta t}^{j, k-l}\left(Y_{t_{k-l}}^{j}\right)\right)-H\left(y-z_{(l+1) \Delta t}^{j, k-(l+1)}\left(Y_{t_{k-l+1)}}^{j}\right)\right)\right| \\
& \times \int_{\mathbb{R}} g_{\sigma^{2} \Delta t}(z) \gamma_{l \Delta t}^{i, k-l}\left(y, Y_{t_{k-(l+1)}}^{i}+\Delta t \bar{V}_{t_{k-(l+1)}}\left(Y_{t_{k-(l+1)}}^{i}\right)+z\right) d z d y .
\end{aligned}
$$

We apply Lemma 4.1 or (30) and get

$$
\begin{equation*}
\gamma_{t}^{i, k-l}(x, y) \leq \frac{C}{\sqrt{2 \pi t \sigma^{2}}} \exp \left(-\frac{(x-y)^{2}}{4 t \sigma^{2}}\right) \tag{46}
\end{equation*}
$$

Thus,

$$
\int_{\mathbb{R}} g_{\sigma^{2} \Delta t}(z) \gamma_{l \Delta t}^{i, k-l}\left(y, Y_{t_{k-(l+1)}}^{i}+\Delta t \bar{V}_{t_{k-(l+1)}}\left(Y_{t_{k-l+1)}}^{i}\right)+z\right) d z \leq \frac{C}{\sqrt{t_{l+1}}} .
$$

Finally, using (33) once more, we get

$$
\begin{equation*}
\mathbb{E} A \leq \frac{C}{\sqrt{t_{l+1}}} \mathbb{E}\left|z_{l \Delta t}^{j, k-l}\left(Y_{t_{k-l}}^{j}\right)-z_{(l+1) \Delta t}^{j, k-(l+1)}\left(Y_{t_{k-(l+1)}}^{j}\right)\right| . \tag{47}
\end{equation*}
$$

To bound $\mathbb{E} B$ from above, we follow the same way and obtain

$$
\begin{align*}
\mathbb{E} B & \leq \mathbb{E} \int_{\mathbb{R}} \frac{C}{\sqrt{t_{l+1}}}\left|H\left(z_{l \Delta t}^{i, k-l}\left(Y_{t_{k-l}}^{i}\right)-y\right)-H\left(z_{(l+1) \Delta t}^{i, k-(l+1)}\left(Y_{t_{k-l+1)}}^{i}\right)-y\right)\right| d y \\
& \leq \frac{C}{\sqrt{t_{l+1}}} \mathbb{E}\left|z_{l \Delta t}^{i, k-l}\left(Y_{t_{k-l}}^{i}\right)-z_{(l+1) \Delta t}^{i, k-(l+1)}\left(Y_{t_{k-(l+1)}}^{i}\right)\right| . \tag{48}
\end{align*}
$$

From (47) and (48), we get

$$
\begin{align*}
& \mathbb{E} \mid H\left(z_{l \Delta t}^{i, k-l}\left(Y_{t_{k-l}}^{i}\right)-z_{l \Delta t}^{j, k-l}\left(Y_{t_{k-l}^{j}}^{j}\right)\right) \\
& -H\left(z_{(l+1) \Delta t}^{i} k-(l+1)\right. \\
& \left.\quad \leq \frac{C}{\sqrt{t_{l+1}}}\left(Y_{t_{k-(l+1)}}^{i}\right)-z_{(l+1) \Delta t}^{j, k-(l+1)}\left(Y_{\left.t_{k-(l+1)}^{j}\right)}^{j}\right)\right) \mid  \tag{49}\\
& \quad+\mathbb{E}\left|z_{l t}^{j, k-l}\left(Y_{t_{k-l}}^{j}\right)-z_{l+t}^{j, k-l}\left(Y_{t_{k-l}}^{i}\right)-z_{(l+1) \Delta t}^{i, k-(l+1) \Delta t}\left(Y_{t_{k-(l+1)}}^{j}\right)\right| \\
&
\end{align*}
$$

In Lemma 4.6 we will prove that for any $i=1, \ldots, N$ and for any $l=$ $0, \ldots, k-3$,

$$
\begin{align*}
& \mathbb{E}\left|z_{l \Delta t}^{i, k-l}\left(Y_{t_{k-l}}^{i}\right)-z_{(l+1) \Delta t}^{i, k-(l+1)}\left(Y_{t_{k-(l+1)}}^{i}\right)\right| \\
& \leq  \tag{50}\\
& \leq \\
& \quad C \Delta t \mathbb{E}\left|\bar{V}_{t_{k-(l+1)}}\left(Y_{t_{k-(l+1)}}^{i}\right)-V\left(t_{k-(l+1)}, Y_{t_{k-(l+1)}}^{i}\right)\right| \\
& \quad+\frac{C \Delta t}{\sqrt{t_{k-(l+1)}}}\left(\sum_{q=1}^{k-(l+2)} \Delta t \mathbb{E}\left|V\left(t_{q}, Y_{t_{q}}^{i}\right)-\bar{V}_{t_{q}}\left(Y_{t_{q}}^{i}\right)\right|+\sqrt{\Delta t}\right) .
\end{align*}
$$

We will also prove that, for $l=k-2$ and $l=k-1$,

$$
\left(\mathbb{E}\left|z_{t_{k-2}}^{i, 2}\left(Y_{2 \Delta t}^{i}\right)-z_{t_{k-1}}^{i, 1}\left(Y_{\Delta t}^{i}\right)\right|+\mathbb{E}\left|z_{t_{k-1}}^{i, 1}\left(Y_{\Delta t}^{i}\right)-z_{t_{k}}^{i, 0}\left(y_{0}^{i}\right)\right|\right) \leq C \Delta t .
$$

Using these estimates in (49), we get for all $l \in\{0, \ldots, k-3\}$,

$$
\begin{aligned}
& \mathbb{E} \mid H\left(z_{l \Delta t}^{i, k-l}\left(Y_{t_{k-l}}^{i}\right)-z_{l \Delta t}^{j, k-l}\left(Y_{t_{k-l}}^{j}\right)\right) \\
& \quad-H\left(z_{(l+1) \Delta t}^{i, k-(l+1)}\left(Y_{t_{k-(l+1)}^{i}}^{i}\right)-z_{(l+1) \Delta t}^{j, k-(l+1)}\left(Y_{t_{k-(l+1)}^{j}}^{j}\right)\right) \mid
\end{aligned}
$$

$$
\begin{aligned}
\leq \frac{C \Delta t}{\sqrt{t_{l+1}}}\{ & \mathbb{E}\left|\bar{V}_{t_{k-(l+1)}}\left(Y_{t_{k-(l+1)}}^{j}\right)-V\left(t_{k-(l+1)}, Y_{t_{k-(l+1)}}^{j}\right)\right| \\
& +\mathbb{E}\left|\bar{V}_{t_{k-(l+1)}}\left(Y_{t_{k-(l+1)}}^{i}\right)-V\left(t_{k-(l+1)}, Y_{t_{k-(l+1)}}^{i}\right)\right| \\
& +\frac{\Delta t}{\sqrt{t_{k-(l+1)}}}\left(\sum_{q=1}^{k-(l+2)} \mathbb{E}\left|V\left(t_{q}, Y_{t_{q}}^{j}\right)-\bar{V}_{t_{q}}\left(Y_{t_{q}}^{j}\right)\right|\right) \\
& \left.+\frac{\Delta t}{\sqrt{t_{k-(l+1)}}}\left(\sum_{q=1}^{k-(l+2)} \mathbb{E}\left|V\left(t_{q}, Y_{t_{q}}^{i}\right)-\bar{V}_{t_{q}}\left(Y_{t_{q}}^{i}\right)\right|\right)+\frac{\sqrt{\Delta t}}{\sqrt{t_{k-(l+1)}}}\right\}
\end{aligned}
$$

For $l=k-2$, one has

$$
\begin{aligned}
& \mathbb{E}\left|H\left(z_{t_{k-2}}^{i, 2}\left(Y_{2 \Delta t}^{i}\right)-z_{t_{k-2}}^{j, 2}\left(Y_{2 \Delta t}^{j}\right)\right)-H\left(z_{t_{k-1}}^{i, 1}\left(Y_{\Delta t}^{i}\right)-z_{t_{k}}^{j, 1}\left(Y_{\Delta t}^{j}\right)\right)\right| \\
& \quad \leq \frac{C \Delta t}{\sqrt{t_{k-1}}} \leq C \sqrt{\Delta t} .
\end{aligned}
$$

For $l=k-1$, one has

$$
\mathbb{E}\left|H\left(z_{t_{k-1}}^{i, 1}\left(Y_{\Delta t}^{i}\right)-z_{t_{k-1}}^{j, 1}\left(Y_{\Delta t}^{j}\right)\right)-H\left(z_{t_{k}}^{i}-z_{t_{k}}^{j}\right)\right| \leq \frac{C}{\sqrt{t_{k}}} \Delta t \leq C \sqrt{\Delta t} .
$$

Thus, for $k \geq 3$, using the definition of $E_{k}$ [cf. (36)], we get

$$
\begin{aligned}
& \frac{1}{N^{2}} \sum_{i=1}^{N} \sum_{j=1}^{N} \mathbb{E}\left|H\left(z_{t_{k}}^{i}-z_{t_{k}}^{j}\right)-\frac{1}{N} \sum_{j=1}^{N} H\left(Y_{t_{k}}^{i}-Y_{t_{k}}^{j}\right)\right| \\
& \leq \\
& \quad C \sqrt{\Delta t}+\sum_{l=0}^{k-3} \frac{C \Delta t}{\sqrt{t_{l+1}}}\left\{E_{k-(l+1)}+\frac{\Delta t}{\sqrt{t_{k-(l+1)}}} \sum_{q=1}^{k-(l+2)} E_{q}+\frac{\sqrt{\Delta t}}{\sqrt{t_{k-(l+1)}}}\right\} \\
& \quad+\frac{1}{N}
\end{aligned}
$$

Observe that

$$
\begin{aligned}
\sum_{l=0}^{k-3} & \frac{\Delta t^{3 / 2}}{\sqrt{\Delta t(l+1)} \sqrt{\Delta t(k-(l+1))}} \\
& =\sum_{l=1}^{k-2} \frac{\Delta t^{3 / 2}}{\sqrt{l \Delta t} \sqrt{\Delta t(k-l)}} \\
& \leq \sum_{l=1}^{[k / 2]} \frac{\Delta t^{3 / 2}}{\sqrt{l \Delta t} \sqrt{\Delta t(k-[k / 2])}}+\sum_{[k / 2]+1}^{k-2} \frac{\Delta t^{3 / 2}}{\sqrt{\Delta t([k / 2]+1)} \sqrt{\Delta t(k-l)}} \\
& \leq \Delta t\left(\frac{1}{\sqrt{\Delta t(k-[k / 2])}}+\frac{1}{\sqrt{\Delta t([k / 2]+1)}}\right) \int_{0}^{[k / 2]} \frac{1}{\sqrt{x}} d x \leq 4 \sqrt{\Delta t} .
\end{aligned}
$$

We deduce that, for $k \geq 3$, we have

$$
\begin{aligned}
& \frac{1}{N^{2}} \sum_{i=1}^{N} \sum_{j=1}^{N} \mathbb{E}\left|H\left(z_{t_{k}}^{i}-z_{t_{k}}^{j}\right)-\frac{1}{N} \sum_{j=1}^{N} H\left(Y_{t_{k}}^{i}-Y_{t_{k}}^{j}\right)\right| \\
& \quad \leq \sum_{l=0}^{k-3} \frac{C \Delta t}{\sqrt{t_{l+1}}}\left\{E_{k-(l+1)}+\frac{\Delta t}{\sqrt{t_{k-(l+1)}}} \sum_{q=1}^{k-(l+2)} E_{q}\right\}+C \sqrt{\Delta t}+\frac{1}{N} .
\end{aligned}
$$

The inequality (43) is proved.

Lemma 4.6 [Proof of (50)]. For all $i=1, \ldots, N$ and for all $l=0, \ldots, k-3$, one has that

$$
\begin{align*}
& \mathbb{E}\left|z_{l \Delta t}^{i, k-l}\left(Y_{t_{k-l}}^{i}\right)-z_{(l+1) \Delta t}^{i}{ }_{l}^{k-(l+1)}\left(Y_{t_{k-(l+1)}}^{i}\right)\right| \\
& \leq  \tag{51}\\
& \leq C \Delta t \mathbb{E}\left|\bar{V}_{t_{k-(l+1)}}\left(Y_{t_{k-(l+1)}}^{i}\right)-V\left(t_{k-(l+1)}, Y_{t_{k-(l+1)}}^{i}\right)\right| \\
& \quad+\frac{C \Delta t}{\sqrt{t_{k-(l+1)}}}\left(\sum_{q=1}^{k-(l+2)} \Delta t \mathbb{E}\left|V\left(t_{q}, Y_{t_{q}}^{i}\right)-\bar{V}_{t_{q}}\left(Y_{t_{q}}^{i}\right)\right|+\sqrt{\Delta t}\right) .
\end{align*}
$$

For $l=k-2$ and $l=k-1$, it holds that

$$
\begin{equation*}
\left(\mathbb{E}\left|z_{t_{k-2}}^{i, 2}\left(Y_{2 \Delta t}^{i}\right)-z_{t_{k-1}}^{i, 1}\left(Y_{\Delta t}^{i}\right)\right|+\mathbb{E}\left|z_{t_{k-1}}^{i, 1}\left(Y_{\Delta t}^{i}\right)-z_{t_{k}}^{i, 0}\left(y_{0}^{i}\right)\right|\right) \leq C \Delta t, \tag{52}
\end{equation*}
$$

where $C$ is a positive constant depending only on $T, \sigma$ and $V_{0}$.
Proof. We have already noticed the strong uniqueness of the solution to (17): for all $k=0, \ldots, K$ and $i=1, \ldots, N$,

$$
z_{t+\Delta t}^{i, k}(x)=z_{t}^{i, k+1}\left(z_{\Delta t}^{i, k}(x)\right) .
$$

An easy computation also shows that

$$
\begin{equation*}
\mathbb{E}\left|z_{t}^{i, k}(x)-z_{t}^{i, k}(y)\right| \leq \exp \left(L_{0} 2 \sqrt{T}\right)|x-y| . \tag{53}
\end{equation*}
$$

Thus,

$$
\begin{align*}
& \mathbb{E}\left|z_{l \Delta t}^{i, k-l}\left(Y_{t_{k-l}}^{i}\right)-z_{l+1) \Delta t}^{i, k-(l+1)}\left(Y_{\left.t_{k-(l+1}\right)}^{i}\right)\right| \\
&=\mathbb{E}\left|z_{l \Delta t}^{i, k-l}\left(Y_{t_{k-l}}^{i}\right)-z_{l \Delta t}^{i, k-l}\left(z_{\Delta t}^{i, k-(l+1)}\left(Y_{\left.t_{k-(l+1)}\right)}^{i}\right)\right)\right|  \tag{54}\\
&=\mathbb{E} \mathbb{E}^{\mathscr{S}_{t_{k-l}}}\left|z_{l \Delta t}^{i, k-l}\left(Y_{t_{k-l}}^{i}\right)-z_{l \Delta t}^{i, k-l}\left(z_{\Delta t}^{i, k-(l+1)}\left(Y_{t_{k-(l+1)}}^{i}\right)\right)\right| \\
& \leq \exp \left(L_{0} 2 \sqrt{T}\right) \mathbb{E}\left|Y_{t_{k-l}}^{i}-z_{\Delta t}^{i, k-(l+1)}\left(Y_{t_{k-(l+1)}}^{i}\right)\right| .
\end{align*}
$$

We then obtain (52) from

$$
\mathbb{E}\left|Y_{\Delta t}^{i}-z_{\Delta t}^{i, 0}\left(y_{0}^{i}\right)\right|=\mathbb{E}\left|\Delta t \bar{V}_{0}\left(y_{0}^{i}\right)-\int_{0}^{\Delta t} V\left(s, z_{s}^{0}\left(y_{0}^{i}\right)\right) d s\right| \leq \Delta t
$$

and

$$
\mathbb{E}\left|Y_{2 \Delta t}^{i}-z_{\Delta t}^{i, 1}\left(Y_{\Delta t}^{i}\right)\right|=\mathbb{E}\left|\Delta t \bar{V}_{\Delta t}\left(Y_{\Delta t}^{i}\right)-\int_{0}^{\Delta t} V\left(\Delta t+s, z_{s}^{i, 1}\left(Y_{\Delta t}^{i}\right)\right) d s\right| \leq \Delta t .
$$

Now, for $l \in\{0, \ldots, k-3\}$,

$$
\begin{align*}
& \mathbb{E}\left|Y_{t_{k-l}}^{i}-z_{\Delta t}^{i, k-(l+1)}\left(Y_{t_{k-(l+1)}}^{i}\right)\right| \\
&=\mathbb{E} \mid \Delta t \bar{V}_{t_{k-(l+1)}}\left(Y_{t_{k-(l+1)}}^{i}\right) \\
& \quad-\int_{0}^{\Delta t} V\left(t_{k-(l+1)}+s, z_{s}^{i, k-(l+1)}\left(Y_{t_{k-(l+1)}}^{i}\right)\right) d s \mid  \tag{55}\\
& \leq \Delta t \mathbb{E}\left|\bar{V}_{t_{k-(l+1)}}\left(Y_{t_{k-(l+1)}}^{i}\right)-V\left(t_{k-(l+1)}, Y_{t_{k-(l+1)}}^{i}\right)\right| \\
&+\mathbb{E} \int_{0}^{\Delta t} \mid V\left(t_{k-(l+1)}+s, z_{s}^{i, k-(l+1)}\left(Y_{t_{k-(l+1)}}^{i}\right)\right) \\
& \quad-V\left(t_{k-(l+1)}, Y_{t_{k-(l+1)}}^{i}\right) \mid d s .
\end{align*}
$$

As $V$ is Lipschitz, we get

$$
\begin{aligned}
& \mathbb{E} \int_{0}^{\Delta t}\left|V\left(t_{k-(l+1)}+s, z_{s}^{i, k-(l+1)}\left(Y_{t_{k-(l+1)}}^{i}\right)\right)-V\left(t_{k-(l+1)}, Y_{t_{k-(l+1)}}^{i}\right)\right| d s \\
& \leq \mathbb{E} \int_{0}^{\Delta t} \mid V\left(t_{k-(l+1)}+s, z_{s}^{i, k-(l+1)}\left(Y_{t_{k-(l+1)}}^{i}\right)\right) \\
& \quad-V\left(t_{k-(l+1)}, z_{s}^{i, k-(l+1)}\left(Y_{t_{k-(l+1)}}^{i}\right)\right) \mid d s \\
& \quad+\int_{0}^{\Delta t} \frac{L_{0}}{\sqrt{t_{k-(l+1)}}} \mathbb{E}\left|z_{s}^{i, k-(l+1)}\left(Y_{t_{k-(l+1)}}^{i}\right)-Y_{t_{k-(l+1)}}^{i}\right| d s \\
& \leq \mathbb{E} \int_{0}^{\Delta t} \mid V\left(t_{k-(l+1)}+s, z_{s}^{i, k-(l+1)}\left(Y_{t_{k-(l+1)}}^{i}\right)\right) \\
& \quad-V\left(t_{k-(l+1)}, z_{s}^{i, k-(l+1)}\left(Y_{\left.t_{k-(l+1)}\right)}^{i}\right)\right) \mid d s \\
& \quad+\frac{L_{0}}{\sqrt{t_{k-(l+1)}}} \Delta t(\Delta t+\sigma \sqrt{\Delta t}) .
\end{aligned}
$$

We introduce the random variable $z_{s}^{i, k-(l+1)}\left(z_{t_{k-(l+1)}}^{i}\right)=: z_{t_{k-(l+1)+s}}^{i}$.

$$
\begin{aligned}
& \mathbb{E} \int_{0}^{\Delta t}\left|V\left(t_{k-(l+1)}+s, z_{s}^{i, k-(l+1)}\left(Y_{t_{k-(l+1)}}^{i}\right)\right)-V\left(t_{k-(l+1)}, Y_{t_{k-(l+1)}}^{i}\right)\right| d s \\
& \leq \mathbb{E} \int_{0}^{\Delta t} \mid V\left(t_{k-(l+1)}+s, z_{s}^{i, k-(l+1)}\left(Y_{t_{k-(l+1)}}^{i}\right)\right) \\
& \quad-V\left(t_{k-(l+1)}+s, z_{s}^{i, k-(l+1)}\left(z_{\left.t_{k-(l+1)}\right)}^{i}\right)\right) \mid d s \\
& \quad+\mathbb{E} \int_{0}^{\Delta t}\left|V\left(t_{k-(l+1)}+s, z_{t_{k-(l+1)}+s}^{i}\right)-V\left(t_{k-(l+1)}, z_{t_{k-(l+1)}+s}^{i}\right)\right| d s \\
& \quad+\mathbb{E} \int_{0}^{\Delta t} \mid V\left(t_{k-(l+1)}, z_{s}^{i, k-(l+1)}\left(z_{t_{k-(l+1)}}^{i}\right)\right) \\
& \quad-V\left(t_{k-(l+1)}, z_{s}^{i, k-(l+1)}\left(Y_{t_{k-(l+1)}}^{i}\right)\right) \mid d s \\
& \quad+\frac{L_{0}}{\sqrt{t_{k-(l+1)}}} \Delta t(\Delta t+\sigma \sqrt{\Delta t}) .
\end{aligned}
$$

Using the fact that $V(t, \cdot)$ is Lipschitz, (53) and (46), we get

$$
\begin{aligned}
& \mathbb{E} \int_{0}^{\Delta t \mid}\left|V\left(t_{k-(l+1)}+s, z_{s}^{i, k-(l+1)}\left(Y_{t_{k-(l+1)}}^{i}\right)\right)-V\left(t_{k-(l+1)}, Y_{t_{k-(l+1)}}^{i}\right)\right| d s \\
& \leq \\
& \quad \frac{C}{\sqrt{t_{k-(l+1)}}} \Delta t \mathbb{E}\left|z_{t_{k-(l+1)}}^{i}-Y_{t_{k-(l+1)}}^{i}\right| \\
& \quad+\int_{0}^{\Delta t} \int_{\mathbb{R}}\left|\mathbb{E}_{U_{0}} H\left(x-z_{t_{k-(l+1)}+s}\right)-\mathbb{E}_{U_{0}} H\left(x-z_{t_{k-(l+1)}}\right)\right| \frac{C}{\sqrt{t_{k-(l+1)}}} d x d s \\
& \quad+\frac{C}{\sqrt{t_{k-(l+1)}}} \Delta t(\Delta t+\sigma \sqrt{\Delta t}) .
\end{aligned}
$$

Applying (33) yields

$$
\begin{aligned}
& \mathbb{E} \int_{0}^{\Delta t}\left|V\left(t_{k-(l+1)}+s, z_{s}^{i, k-(l+1)}\left(Y_{t_{k-(l+1)}}^{i}\right)\right)-V\left(t_{k-(l+1)}, Y_{t_{k-(l+1)}}^{i}\right)\right| d s \\
& \leq \frac{C}{\sqrt{t_{k-(l+1)}}} \Delta t \mathbb{E}\left|z_{t_{k-(l+1)}}^{i}-Y_{t_{k-(l+1)}}^{i}\right| \\
& \quad+\frac{C}{\sqrt{t_{k-(l+1)}}} \Delta t(\Delta t+\sigma \sqrt{\Delta t}) .
\end{aligned}
$$

Finally, we bound $\mathbb{E}\left|z_{t_{k-(l+1)}}^{i}-Y_{t_{k-(l+1)}}^{i}\right|$ from above as in (37) and we get

$$
\begin{aligned}
& \mathbb{E} \int_{0}^{\Delta t}\left|V\left(t_{k-(l+1)}+s, z_{s}^{i, k-(l+1)}\left(Y_{t_{k-(l+1)}}^{i}\right)\right)-V\left(t_{k-(l+1)}, Y_{t_{k-(l+1)}}^{i}\right)\right| d s \\
& \leq \frac{C \Delta t}{\sqrt{t_{k-(l+1)}}}\left(\sum_{q=1}^{k-(l+2)} \Delta t \mathbb{E}\left|V\left(t_{q}, Y_{t_{q}}^{i}\right)-\bar{V}_{t_{l}}\left(Y_{t_{q}}^{i}\right)\right|+\sqrt{\Delta t}\right) \\
&+\frac{C \Delta t^{3 / 2}}{\sqrt{t_{k-(l+1)}}} \\
& \leq \frac{C \Delta t}{\sqrt{t_{k-(l+1)}}}\left(\sum_{q=1}^{k-(l+2)} \Delta t \mathbb{E}\left|V\left(t_{q}, Y_{t_{q}}^{i}\right)-\bar{V}_{t_{q}}\left(Y_{t_{q}}^{i}\right)\right|+\sqrt{\Delta t}\right) .
\end{aligned}
$$

We conclude by using this estimate in (55) and then by considering (54).
5. Conclusion. We have constructed a stochastic particle method for the one-dimensional Burgers equation and given its convergence rate for the $L^{1}(\mathbb{R} \times \Omega)$ norm of the error.

Here, the initial condition is taken equal to a distribution function. It is not too hard to extend the method and the theoretical estimate of the convergence rate to nonmonotonic initial conditions: this is done in [4] and [3].

Our next objective is to extend the algorithm and our error analysis to treat the two-dimensional inviscid Navier-Stokes equation, which would permit giving new error estimates for Chorin's random vortex methods. The additional difficulty is because the corresponding interaction kernel is singular.

## APPENDIX

A.1. Proof of Proposition 2.2. We again stress that this proof is adapted from [28]. We give the essential arguments; the details of the computations can be found in [3].

We start with an easy lemma.

Lemma A.1. Under ( H 0$)$, the function $V(t, x)=\mathbb{E} H\left(x-X_{t}\right)$ is integrable in $x$; more precisely, there exist strictly positive constants $C, \gamma$ and $\delta$ such that, for all $t \in[0, T]$,

$$
\forall x<-M, \quad V(t, x) \leq C \exp \left(-\frac{(x+\delta)^{2}}{\gamma}\right)
$$

Proof. The proof only requires easy computations from

$$
\begin{aligned}
V(t, x) & =\mathbb{P}\left(X_{t} \leq x\right)=\mathbb{P}\left(X_{0}+\int_{0}^{t}\left(\int_{\mathbb{R}} H\left(X_{s}-y\right) U_{s}(d y)\right) d s+\sigma w_{t} \leq x\right) \\
& \leq \mathbb{P}\left(\sigma w_{t}+X_{0} \leq x\right),
\end{aligned}
$$

and the estimate

$$
\forall x \in \mathbb{R}, \quad \int_{|x|}^{+\infty} \exp \left(-\frac{y^{2}}{2}\right) d y \leq C \exp \left(-\frac{x^{2}}{2}\right)
$$

We are now in a position to prove Proposition 2.2. For $(t, x) \in[0, T]$, set

$$
F(t, x)=\int_{-\infty}^{x} V(t, y) d y
$$

(which is well defined in view of the above lemma) and

$$
W(t, x)=\exp \left(-\frac{1}{\sigma^{2}} \int_{-\infty}^{x} V(t, y) d y\right) .
$$

As $V$ is a weak solution of the Burgers equation in $(0, T] \times \mathbb{R}, F$ satisfies the following equality in the distributional sense:

$$
\frac{\partial}{\partial x}\left(-\frac{\partial F}{\partial t}+\frac{1}{2} \sigma^{2} \frac{\partial^{2} F}{\partial x^{2}}\right)=\frac{1}{2} \frac{\partial}{\partial x}\left(V^{2}\right) \quad \text { in }(0, T[\times \mathbb{R} .
$$

The distributions

$$
\left(-\frac{\partial F}{\partial t}+\frac{1}{2} \sigma^{2} \frac{\partial^{2} F}{\partial x^{2}}\right) \text { and } \frac{1}{2} V^{2}
$$

have the same spatial derivatives; therefore, their difference is a distribution invariant under translations along the $x$-axis. Then, for any test function $\Phi$ and any $z \in \mathbb{R}$, one has

$$
\begin{aligned}
&\left\langle-\frac{\partial F}{\partial t}+\frac{1}{2} \sigma^{2} \frac{\partial^{2} F}{\partial x^{2}}-\frac{1}{2} V^{2}, \Phi\right\rangle \\
&= \int F(t, x)\left(\frac{\partial \Phi}{\partial t}(t, x+z)+\frac{1}{2} \sigma^{2} \frac{\partial^{2} \Phi}{\partial x^{2}}(t, x+z)\right) d t d x \\
&-\int \frac{1}{2} V^{2}(t, x) \Phi(t, x+z) d t d z \\
&= \int F(t, x-z)\left(\frac{\partial \Phi}{\partial t}(t, x)+\frac{\sigma^{2}}{2} \frac{\partial^{2} \Phi}{\partial x^{2}}(t, x)\right) d t d x \\
&-\int \frac{1}{2} V^{2}(t, x-z) \Phi(t, x) d t d x .
\end{aligned}
$$

Using the preceding lemma, the bounded convergence theorem and the fact that $V(t, \cdot)$ is a distribution function, one can check that the right-hand side tends to 0 when $z$ tends to $+\infty$. Thus,

$$
-\frac{\partial F}{\partial t}+\frac{1}{2} \sigma^{2} \frac{\partial^{2} F}{\partial x^{2}}=\frac{1}{2} V^{2} \quad \text { in }(0, T] \times \mathbb{R},
$$

in the sense of the distribution.
Denote by $\left(\Phi_{k}\right)$ a sequence of smoothing functions in $\mathbb{R}^{2}$, define $\bar{F}$ and $\bar{V}$ in $\mathbb{R}^{2}$ by

$$
\bar{F}(t, x)= \begin{cases}F(t, x), & \text { if }(t, x) \in(0, T] \times \mathbb{R}, \\ 0, & \text { if }(t, x) \in \mathbb{R}^{2} \backslash(0, T] \times \mathbb{R},\end{cases}
$$

and

$$
\bar{V}(t, x)= \begin{cases}V(t, x), & \text { if }(t, x) \in(0, T] \times \mathbb{R} \\ 0, & \text { if }(t, x) \in \mathbb{R}^{2} \backslash(0, T] \times \mathbb{R}\end{cases}
$$

Define the functions $F_{k}, V_{k}$ and $W_{k}$ on $(0, T] \times \mathbb{R}$ by

$$
\begin{aligned}
F_{k}(t, x) & :=\left(\Phi_{k} * \bar{F}\right)(t, x) \\
V_{k}(t, x) & :=\left(\Phi_{k} * \bar{V}\right)(t, x) \\
W_{k}(t, x) & :=\exp \left(-\frac{1}{\sigma^{2}} F_{k}(t, x)\right) .
\end{aligned}
$$

First, we note that $\left(W_{k}\right)$ converges to $W$ in the distribution sense. Indeed, let $\phi$ be a test function and let $K$ be such that $\operatorname{supp} \phi \subset(0, T) \times(-K, K)$. For any $k$ such that supp $\Phi_{k} \subset(-K, K)^{2}$, one has

$$
\begin{aligned}
& \sigma^{2} \int_{(0, T] \times \mathbb{R}}\left|W_{k}(t, x)-W(t, x)\right| \cdot|\phi(t, x)| d t d x \\
& \quad \leq \int_{(0, T] \times \mathbb{R}}\left|F_{k}(t, x)-F(t, x)\right||\phi(t, x)| d t d x \\
& \quad \leq \int_{\operatorname{supp} \phi}\left|F(t, x)-\mathbf{1}_{(-2 K, 2 K)}(x) F(t, x)\right||\phi(t, x)| d t d x \\
& \quad \quad+\int_{\operatorname{supp} \phi}\left|\mathbf{1}_{(-2 K, 2 K)}(x) F(t, x)-\left(\mathbf{1}_{(-2 K, 2 K)} F\right)_{k}(t, x)\right||\phi(t, x)| d t d x \\
& \quad \quad+\int_{\operatorname{supp} \phi}\left|\Phi_{k} *\left(\bar{F}-\mathbf{1}_{(-2 K, 2 K)} \bar{F}\right)(t, x)\right||\phi(t, x)| d t d x \\
& \quad=\int_{\operatorname{supp} \phi}\left|\mathbf{1}_{(-2 K, 2 K)}(x) F(t, x)-\left(\mathbf{1}_{(-2 K, 2 K)} F\right)_{k}(t, x)\right||\phi(t, x)| d t d x .
\end{aligned}
$$

Lemma A. 1 shows that the function $\mathbf{1}_{(-2 K, 2 K)} F$ belongs to $L^{1}((0, T) \times \mathbb{R})$, which implies that the sequence $\left(\mathbf{1}_{(-2 K, 2 K)} F\right)_{k}$ converges to $\mathbf{1}_{(-2 K, 2 K)} F$ in $L^{1}((0, T) \times \mathbb{R})$.

In addition, denoting $\left(V^{2}\right)_{k}:=\Phi_{k} * V^{2}$, one can check that

$$
\begin{aligned}
\frac{\partial W_{k}}{\partial t}-\frac{1}{2} \sigma^{2} \frac{\partial^{2} W_{k}}{\partial x^{2}} & =\frac{1}{2 \sigma^{2}}\left[\left(V^{2}\right)_{k}-\left(\frac{\partial F_{k}}{\partial x}\right)^{2}\right] W_{k} \\
& =\frac{1}{2 \sigma^{2}}\left[\left(V^{2}\right)_{k}-\left(V_{k}\right)^{2}\right] W_{k} .
\end{aligned}
$$

Then, letting $k$ go to infinity, easy computations show that $W$ satisfies the heat equation so that, for $0<s<t \leq T$,

$$
W(t, x)=\frac{1}{\sqrt{2 \pi \sigma^{2}(t-s)}} \int_{\mathbb{R}} W(s, y) \exp \left(-\frac{(x-y)^{2}}{2 \sigma^{2}(t-s)}\right) d y .
$$

We now make $s$ tend to zero. Lemma A. 1 and the bounded convergence theorem imply that $F(s, x)$ converges to $F(0, x)$ when $s$ tends to 0 . Consequently, we get that

$$
W(t, x)=\frac{1}{\sqrt{2 \pi \sigma^{2} t}} \int_{\mathbb{R}} \exp \left(-\frac{1}{\sigma^{2}}\left[\frac{(x-y)^{2}}{2 t}+\int_{-\infty}^{y} V_{0}(z) d z\right]\right) d y
$$

A.2. Proof of Lemma 4.1. In Chapter 13 of [10], Gihman and Skorohod give a representation of the transtion density of a process $\left(z_{t}\right)$ solution to

$$
d z_{t}=b\left(t, z_{t}\right)+\sigma d w_{t}
$$

under the condition that the derivatives $\partial_{x} b(t, x)$ and $\partial_{t} b(t, x)$ are well defined and that the function $B$ defined by

$$
B(t, x)=-\frac{1}{2 \sigma^{2}} b^{2}(t, \sigma x)-\frac{1}{2} \frac{\partial b}{\partial x}(t, \sigma x)-\int_{0}^{x} \frac{1}{\sigma} \frac{\partial b}{\partial t}(t, \sigma z) d z
$$

satisfies

$$
\begin{equation*}
\varlimsup_{x \rightarrow \infty} \frac{\sup _{0 \leq t \leq T} B(t, x)}{1+x^{2}}=0 . \tag{56}
\end{equation*}
$$

The formula for the density $\gamma_{t}(x, y)$ of the law of $z_{t}(x)$ is

$$
\begin{aligned}
\gamma_{t}(x, y)= & \frac{1}{\sqrt{2 \pi t \sigma^{2}}} \exp \left(-\frac{(y-x)^{2}}{2 t \sigma^{2}}\right) \\
& \times \exp \left\{\frac{1}{\sigma^{2}}\left(\int_{0}^{y} b(t, z) d z-\int_{0}^{x} b(0, z) d z\right)\right\} \\
& \times \mathbb{E} \exp \left\{t \int_{0}^{1} B\left(u t, \frac{y}{\sigma}+(w(t u)-w(t))+\frac{u}{\sigma}(x-y)\right) d u\right\} .
\end{aligned}
$$

In our case $b$ is equal to $V$ and the condition (56) seems difficult to check for the process $\left(z_{t}(x)\right)$ because of the discontinuity of the derivatives of $V$ at $t=0$ when $U_{0}$ is a Dirac measure. Thus, we introduce an intermediate process $\left(z_{t}^{\varepsilon}(x)\right)$ with $\varepsilon>0$, and we will get the desired result by making $\varepsilon$ decrease to 0 .

Let $\left(z_{t}^{\varepsilon}(x)\right)$ be defined by

$$
z_{t}^{\varepsilon}(x)=x+\int_{0}^{t} V\left(s+\varepsilon, z_{s}^{\varepsilon}(x)\right) d s+\sigma w_{t} .
$$

Set

$$
\begin{aligned}
B^{\varepsilon}(t, x)= & -\frac{1}{2 \sigma^{2}} V^{2}(t+\varepsilon, \sigma x) \\
& -\frac{1}{2} \frac{\partial V}{\partial x}(t+\varepsilon, \sigma x)-\int_{0}^{x} \frac{1}{\sigma} \frac{\partial V}{\partial t}(t+\varepsilon, \sigma z) d z .
\end{aligned}
$$

As $V$ is the solution of the Burgers equation,

$$
B^{\varepsilon}(t, x)=\frac{1}{2} \frac{\partial V}{\partial x}(t+\varepsilon, 0)-\frac{\partial V}{\partial x}(t+\varepsilon, \sigma x)-\frac{1}{2 \sigma^{2}} V^{2}(t+\varepsilon, 0) .
$$

We already proved that for all $t \in(0, T],\|\partial V / \partial x(t, \cdot)\|_{L^{x}(\mathbb{R})} \leq C / \sqrt{t}$. Thus, for all $(t, x)$ in $(0, T] \times \mathbb{R}$, one has

$$
\left|B^{\varepsilon}(t, x)\right| \leq C\left(1+\frac{1}{\sqrt{t+\varepsilon}}\right) .
$$

The condition (56) is satisfied, so that, $\gamma_{t}^{\varepsilon}(x, y)$ denoting the law of $z_{t}^{\varepsilon}(x)$,

$$
\begin{aligned}
\gamma_{t}^{\varepsilon}(x, y) \leq & \frac{C}{\sqrt{2 \pi \sigma^{2} t}} \exp \left(-\frac{(y-x)^{2}}{2 t \sigma^{2}}\right) \\
& \times \exp \left\{\frac{1}{\sigma^{2}}\left(\int_{0}^{y} V(t+\varepsilon, z) d z-\int_{0}^{x} V(s, z) d z\right)\right\} \\
& \times \exp (C(\sqrt{t}+t))
\end{aligned}
$$

Using the fact that $V(t+\varepsilon, x)=\mathbb{E}_{U_{0}} H\left(x-z_{t+\varepsilon}\right)$, we can easily show that

$$
\left|\int_{0}^{y} V(t+\varepsilon, z) d z-\int_{0}^{x} V(s, z) d z\right| \leq|y-x|+C \sqrt{t} .
$$

Thus,

$$
\gamma_{t}^{\varepsilon}(x, y) \leq \frac{C}{\sqrt{2 \pi \sigma^{2} t}} \exp \left(-\frac{(y-x)^{2}-2 t|y-x|}{2 t \sigma^{2}}\right) \exp (C(\sqrt{t}+t)) .
$$

For all $\gamma>\sigma$, an easy computation shows that

$$
\exp \left(-\frac{(|y-x|-t)^{2}}{2 t \sigma^{2}}\right) \leq \exp \left(-\frac{(y-x)^{2}}{2 t \gamma^{2}}\right) \exp \left(\frac{t^{2}}{2\left(\gamma^{2}-\sigma^{2}\right)}\right) .
$$

Choose $\gamma=\sqrt{2} \sigma$ :

$$
\gamma_{t}^{\varepsilon}(x, y) \leq \frac{C}{\sqrt{2 \pi t \sigma^{2}}} \exp \left(-\frac{(y-x)^{2}}{4 t \sigma^{2}}\right) .
$$

Using Lemma (2.3), one easily obtains that $\left(z_{t}^{\varepsilon}(x)\right)$ converges to $\left(z_{t}(x)\right)$ in $L^{1}(\Omega)$ when $\varepsilon \rightarrow 0$. Thus, for any positive, continuous and bounded function $f$, it holds that

$$
\int_{\mathbb{R}} f(y) \gamma_{t}^{\varepsilon}(x, y) d y \rightarrow \int_{\mathbb{R}} f(y) \gamma_{t}(x, y) \quad \text { as } \varepsilon \rightarrow 0 .
$$

Set

$$
g_{t}(x, y):=\frac{1}{\sqrt{2 \pi t \sigma^{2}}} \exp \left(-\frac{(y-x)^{2}}{4 t \sigma^{2}}\right)
$$

As

$$
\int_{\mathbb{R}} f(y) \gamma_{t}^{\varepsilon}(x, y) d y \leq \int_{\mathbb{R}} f(y) g_{t}(x, y) d y,
$$

we find that

$$
\int_{\mathbb{R}} f(y) \gamma_{t}(x, y) d y \leq \int_{\mathbb{R}} f(y) g_{t}(x, y) d y,
$$

which implies that $\gamma_{t}(x, y) \leq g_{t}(x, y)$.
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