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Abstract offered bandwidth is shared among all stations (STAs). This
standard allows the same MAC layer to operate on top of
We present in this paper an analytical model that ac- one of several PHY layers.
counts for the positions of stations with respect to the Ac-  Different analytical models and simulation studies have
cess Point (AP) while evaluating the performance of 802.11 been elaborated the last years to evaluate the 802.11 MAC
MAC layer. Our work is based on the Bianchi's model |ayer performance. These studies mainly aim at computing
where the performance of 802.11 MAC layer is computed the saturation throughput of the MAC layer and focus on
using a discrete time Markov chain, but where all stations jts improvement. One of the most promising models has
are implicitly assumed to be located at the same distancebeen the so-called Bianchi model [2]. It provides closed-
to the AP. In our model, given the position of one station, form expressions for the saturation throughput and for the
we compute its saturation throughput while conditioning probability that a packet transmission fails due to collision.
on the positions of the other concurrent stations. Further, The modeling of the 802.11 MAC layer is an important
our model provides the total saturation throughput of the jssye for the evolution of this technology. One of the major
medium. We solve the model numerically and we show thaishortcomings in existing models is that the PHY layer con-
the saturation throughput per station is strongly dependent gitions are not considered. The existing models for 802.11
not only on the station’s position but also on the positions of assume that all STAs have the same physical conditions at
the other stations. Results confirm that a station achieves agpe receiving STA (same power, same coding, so when
higher throughput when it is closer to the AP but bring out two or more STAs emit a packet in the same slot time, all
that there is a distance threshold above which the through- their packets are lost, which may not be the case in reality
put decrease is fast and significant. When a station is far yhen for instance one STA is close to the receiving STA
from the AP compared to the other stations, it will end up and the other STAs far from it [3]. This behavior, called
by contending for the bandwidth not used by the other sta-the capture effectcan be analyzed by considering the spa-
tions. We believe that our model is a good tool to dimension jg positions of the STAs. In [4] the spatial positions of
802.11 wireless access networks and to study their capaci-sTas are considered for the purpose of computing the ca-
ties and their performances. pacity of wireless networks, but only an ideal model for the
MAC layer issued from the information theory is used. The
main contribution of this paper is considering both PHY and
1 Introduction MAC layer protocols to analyze the performance of excit-
ing IEEE 802.11 standard. Our work reuses the model for
Nowadays, the IEEE 802.11 WLAN technology of- 802.11 MAC layer from [6], and extends it to consider in-
fers the largest deployed wireless access to the Internetterference from other STAs. We compute, for a given topol-
This technology specifies both the Medium Access Control 0gy, the throughput of any wireless STA using the 802.11
(MAC) and the Physical Layers (PHY) [1]. The PHY layer MAC protocol with a specific PHY layer protocol.
selects the correct modulation scheme given the channel Without losing the generality of the approach, we only
conditions and provides the necessary bandwidth, whereagonsider in this paper traffic flows sent from the mobile
the MAC layer decides in a distributed manner on how the STAs in direction to the AP. The case of bidirectional traf-
" , , _ , _fic is a straight forward extension; we omit it to ease the
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802.11 and they always have packets to send (case of sat-rame Space) which is less than DIFS. When a data packet
urated sources). We present an evaluation of our approaclis transmitted, all other stations hearing this transmission
for 802.11b with data rates equal to 1 and 2 Mbps and theadjust their Network Allocation Vector (NAV), which is
results indicate that it leads to very accurate results. used for virtual CS at the MAC layer. In optional RTS/CTS

In the next section an overview of the IEEE 802.11 MAC access method, an RTS frame should be transmitted by the
and PHY specifications and the calculation of probability of source and the destination should accept the data transmis-
packet and bit error in an additive white gaussian channelsion by sending a CTS frame prior to the transmission of
are presented. Section 3 addresses some related works amctual data packet. Note that STAs in the sender’s range
MAC and PHY layer modeling in IEEE 802.11. In Section that hear the RTS packet update their NAVs and defer their
4 we present our model and derive the characterizing equatransmissions for the duration specified by the RTS. Nodes
tions for it. The numerical and simulation results obtained that overhear the CTS packet update their NAVs and refrain
are presented in Section 5. Section 6 concludes the papefrom transmitting. This way, the transmission of data packet

with some pointers to our future work. and its corresponding ACK can proceed without interfer-
ence from other nodes (hidden nodes problem).
2 Background Table 1 shows the main characteristics of the IEEE

802.11a/b/g physical layers. 802.11b radios transmit at
2.4GH~z and send data up to 11 Mbps using Direct Se-
guence Spread Spectrum (DSSS) modulation; whereas
802.11a radios transmit &G Hz and send data up to 54
Mbps using Orthogonal Frequency Division Multiplexing
(OFDM) [1]. The IEEE 802.11g standard [1], extends the
data rate of the IEEE 802.11b to 54 Mbps in an upgraded
PHY layer named extended rate PHY layer (ERP).

Two forms of MAC layer have been defined in IEEE
802.11 standard specification named, Distributed Coordi-
nation Function (DCF) and Point Coordination Function
(PCF). The DCF protocol uses Carrier Sense Multiple Ac-
cess with Collision Avoidance (CSMA/CA) mechanism and
is mandatory, while PCF is defined as an option to support
time-bounded delivery of data frames. The DCF protocol
in IEEE 802.11 standard defines how the medium is shared
among stations. DCF which is based on CSMA/CA, con-  Table 1. PHY layer Characteristics in 802.11.
sists of a basic access method and an optional channel ac- [ PHY Layer Characteristic[|  Available in 802.11/albly |
cess method with request-to-send (RTS) and clear-to-send

~ . Frequency 5,2.4GHz
(CTS) exchanged as shown in Fig. 1. Data Rates 125569112
18, 22, 24, 33, 36, 48, 54 Mbps
Other NAV update with RTS and DATA cw Modulation BPSK, DBPSK, QPSK, DQPSK|

16-QAM, 64-QAM, CCK
Error Correction Code Convolutional codes 1/2, 2/3, 3/4

Source RTS DATA

I s < In each physical layer, there is a basic transmission mode
(usually used to send ACK, RTS, CTS and PLCP header)
Figure 1. CSMA/CA with RTS/CTS exchange. which has the maximum coverage range among all trans-

mission modes. This maximum range is obtained using
BPSK or DBPSK modulation which have the minimum
If the channel is busy for the source STA, a backoff time probability of bit error for a given SNR compared to other
(measured in slot times) is chosen randomly in the inter- modulation schemes. It has the minimum data rate as well.
val [0, CW), where CW is called the contention window. As shown in Fig. 2, each packet may be sent using two dif-
This timer is decremented by one as long as the channeferent rates; the PLCP header is sent at the basic rate while
is sensed idle for a DIFS (Distributed Inter Frame Space) the rest of the packet might be sent at a higher rate. The
time. It stops when the channel is busy and resumes wherbasic rate is 1 Mbps (with DBPSK modulation and CRC
the channel is idle again for at least DIFS tin@I1 is an 16 bits) for 802.11b and 6 Mbps (with BPSK and FEC rate
integer with the range determined by PHY layer characteris- equal to 1/2) for 802.11a. The higher rate used to trans-
tics: CWynin andCW,,,.... CW will be doubled after each ~ mit the physical-layer payload (which includes the MAC
unsuccessful transmission, up to the maximum value whichheader) is indicated in the PCLP header.
is determined bYW, + 1. The PLCP Protocol Data Unit (PPDU) frame includes
When the backoff timer reaches zero, the source trans-PLCP preamble, PLCP header, and MPDU. Fig. 3 shows
mits the data packet. The ACK is transmitted by the receiver the format for long preamble in 802.11b. The PLCP pream-
immediately after a period of time called SIFS (Short Inter ble contains the following fields: Synchronization (Sync)



PLCP Header Mac Header + Payload whereﬁ—g is the average signal to noise ratio per bit. The

ff—’; of the received signal is derived froSuV R using the
following relationship:

Sent with Basic Rate —~— Sentwiththerateindicated inPLCP  ——>

Figure 2. Packet format in IEEE 802.11. @)

and Start Frame Delimiter (SDF). The PLCP Header con- Where R, (1 and 2 Mbps) is the maximum bit rate of
tains the following fields: Signal, Service, Length, and ransmission mode anid” (2 MHz) is the unspread band-
CRC. The short PLCP preamble and header may be usedVidth of the signal.  Considering the data packet format
to minimize overhead and thus maximize the network data Shown in Figure 2 the probability of error for packet is:
throughput. Note that the short PLCP header uses the 2
Mbps with DQPSK modulation and a transmitter using the )
short PLCP only can interoperate with the receivers which

are Capable Of receiVing th|S Short PLCP format. In th|$ pa- WherePe is the probabmty of error for PLCP (Or Pay_
per we suppose that all stations use the long PPDU formatioad) and is given by:

in 802.11b. We evaluate our model in 802.11b where STAs
use transmission rate equal to 1 and 2 Mbps. Our model
can be employed for all other transmission modes for all
standards if the packet error rate is calculated.

p= PER: 1— (1 _ PEPLCP) . (1 _ Pepayload)

P=1- (1 _ Pb)Le'n,gth (6)

P, is derived from equation 2 and 3 for 1 Mbps and 2
Mbps data rate respectively.

Sent by Basis Mode (1Mbps, 0.192 ms)
Octets: 18 2 1
‘ SFD ‘ Signal ‘ Service ‘ Length ‘ CRC ‘

3 Related Works

SYNC

PLCP Preamble in 802.11b(144bits) PLCP header in 802.11b(48bits)

There have been various attempts to model and analyze
the saturation throughput and delay of the IEEE 802.11
DCF protocol since the standards have been proposed. As
explained in the introduction there are different analytical

In this paper, we assume that the noise over the wire-models and simulation studies that analyze the performance
less channel is white Gaussian with spectral density equalgf 802.11 MAC layer. As an example Foh and Zuckerman
to No/2. In our model we defineVy as the power of the  present the analysis of the mean packet delay at different
thermal noise, throughputs for IEEE 802.11 MAC in [5]. Kim and Hou [7]
analyze the protocol capacity of IEEE 802.11 MAC with the
assumption that the number of active stations having pack-
ets ready for transmission is large. In [8] and [9] they have
suggested some extensions to the model proposed in [2] to
evaluate packet delay, the packet drop probability and the
packet drop time. Since in our model we have used the
Bianchi's model [2] and its extension proposed in [6], we
will detail these models in this section.

Figure 3.802.11b long preamble frame format.

No = Ny - N, = Ny - kTW (1)

where Ny denotes the circuit noise valuethe Boltzmann
constant, T’ the temperature in Kelvin antd” is the fre-
quency bandwidth. For the BPSK modulattpthe bit error
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probability is given by [11]:
and for QPSK (4-QAM) is:
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10our expressions for probability of bit error rates are those of BPSK
and QPSK, although 802.11 standards use differentially encoded version
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Bianchi’'s model uses a simple and elegant discrete-time
Markov chain to analyze the case of saturated STAs, i.e.
STAs that always have packets to send. Wu et al. [6] pro-
posed a scheme naméd’ F'+ to enhance the performance
of reliable transport protocol over WLAN and analyzed
it with an extension of Bianchi’'s considering finite packet
retry limits as defined in the IEEE 802.11 standard.

The retransmission limit is defined in the IEEE
802.11 MAC standard specification with the help of
two following counters: Short Retry Count (SRC) and
Long Retry Count (LRC). These counters are incre-

DBPSK and DQPSK for 1 and 2 Mbps, respectively. For coherent detec-ﬁﬁnentGd and reset mdependently. SRC s incremented

tion for high SNR values, above BER expressions are applicable to both €VErY time an RTS _ fails _and LRC is incremented
classical and differential modulation schemes. when data transmission fails. Both SRC and LRC



are reset to zero after a successful data transmission. Equations (7) and (8) are solved for the valueg aind
Data frames are discarded when LRC (SRC) reachesr. Once these probabilities are obtained, this model com-
dotlllLongRetryLimit (dotl1ShortRetryLimit). The default putes the saturation throughpd{p, 7) of a station. The
values for dotl1LongRetryLimit and dot11ShortRetryLimit expression of the throughput is given in Section 4.3, where
are 4 and 7 respectively. Considering this limitation, the we adapt this model to our context. None of the above mod-
Markov chain proposed by Bianchi is modified in [6] as els have considered the channel characteristics (PHY layer).
shown in Fig. 4. Unlike paper [2], in Wu modet is There are a few studies that consider the PHY layer char-
the maximum backoff stage (retransmission count) which acteristics in 802.11 WLANs. We overview them in what
is different for data frame and RTS. In Wu model, repre- follows.

sents the maximum contention window, i28! (CW,,,, + In [10], the impact of an error-prone channel over all
1) = (CWiae + 1). In fact the key difference between performance measures is analytically analyzed for a traffic
Bianchi model [2] and Wu model [6], is that the Markov saturated IEEE 802.11 WLAN. A modified Markov chain
chain models are different, which is because Wu model con-js used to compute the transmission probability per station:
siders the effects of frame retransmitting limit. the backoff window size that considers the frame-error rates
and the maximal allowable number of retransmission at-
tempts. The transition probability from one stage to an-
other (in Bianchi’'s Markov model) is denoted by It is
also the probability of an unsuccessful (re)transmission at-
tempt perceived by a test station as its frame is being trans-
mitted on the channel. They supposed that the unsuccessful
(re)transmission attempt can happen duettlision of this
station with at least one of the— 1 remaining stations, oc-
curring with probability:p; = 1—(1—7)"~1; and/or arer-
ror frame, occurring with probability”s (due to the channel
fading and/or noise). Then they supposed that both events
are independent and the probabilitcan be expressed as:
p=1—(1—=p1)(1—Py)

Figure 4. Markov model for backoff window. Other calculations are similar to the Markov model (see

Equation (8)). Similar to [2] they express the normalized

In this Bianchi model, the time is divided into slots of Saturation throughput of IEEE 802.11 DCF within a single
variable duration based on what happens during a slot: no?"/LAN cell in an error-prone channel.
transmission, correct transmission, collision. The model In [12], an improved analytical model that calculates
computes among others the probability that a station trans{EEE 802.11 DCF performance taking into account both
mits in a slotr, the probability that a transmitted packet col- packet retry limits and transmission errors for the IEEE
lides with other transmissions and the saturation through-  802.11a protocol is proposed. Their analysis is very sim-
put of a stationZ(p, 7), which is a function ofr andp as ilar to the model presented in [10].
well as other physical parameters. The packet loss proba-
bility is computed as:

Finally, [13] proposes an analytical model to compute
the throughput for the single and multi-user cases with a
non ideal channel. This model is validated with system sim-
p=1-(1-7)"" (7) ulations in realistic deployment scenarios. Some changes in
Bianchi's Markov chain model are proposed as well. In ad-
dition they have assumed that the probabiltty (the failure
probability viewed by the station when a packet is transmit-
ted) is due to either a collision on the channel (with proba-
bility P.;) or without collision but error transmission (with
probability PER). Hencep; = P.; + (1 — P.;) PER

1— pmtt None of these models have considered specific physical
7=B(p) = ———boo (8)  aspects like modulation, FEC, PLCP format in IEEE 802.11
b or the channel characteristics (e.g. the distance between
andbg o (Which is the stationary probability to find the the source and the destination). Our approach tries to pro-
Markov chain in stat€0, 0)) can be obtained from solving vide more precise results considering these characteristics
the Markov chain as shown in Equation (9). in IEEE 802.11.

wheren is the total number of STAs. The model also
gives the expression af as a function of the packet loss
probabilityp using the Markov chain that describes the sys-
tem, see Fig. 4. LeB be the function relating andr in
this model, then:



2(1-2p)(1-p)
W(1—(2p)™ ) (1-p)+(1-2p)(1—pm+1)

bo,o =
2(1—2p)(1

—p)

m<m

9)

’
m>m

W (1—(2p)™ +1)(1—p)+(1—2p) (1—pm+1)+W2m' p(m’+1) (1-2p) (1—pm—m")

4  Distance Aware Model

Our model considers the interference from the other
STAs and the background noise to compute the packet los
probabilityp. We call it theDAW (Distance AWargmodel.
The expression for the transmission probabilityemains

the same as that in Equation (8). The computation of packe
error rate p) is done under the assumptions we presented in

Section 2.
Let consider an STA that transmits a packet to the AP

and compute the probability that this packet is lost (i.e., can-
not be decoded correctly). We suppose that this STA is lo-

cated at distancéy, from the AP. We denote its packet loss
probability bypy.(dx). Using Equation (5), the packet loss
probability can be computed as follow;

Pk', =1 (1 _ PbPLCP)LpLCp . (1 _ PbPayload)Lpaylmd’
(10)
where Lprcp and Lpgyi0qq are PLCP and Payload
length respectively, and” is bit error probability for part
x of the packet (PLCP or Payload)? can be computed

using Equation (2) and (3) considering transmission mode.

This expression foP, assumes that the bit error process is

1id during the reception of the packet and that the data is
not protected by any channel coding scheme. As we need
the packet loss probability averaged over all values of bit er-

rors, we will focus on the computation of the expected value
To do so, we need to decompose SNR into identically
distributed elements for whichaif can be defined. Once
such pdf is found, we can obtajn. (dy) by substituting in
Equation (10) and taking the expectation. In order to de-
compose SNR, we first introduce the Bernoulli random vari-
ablesY; (: = 1,...,n), being equal td when STA; trans-
mits a packet in a slot time, and equalitotherwise. Next
step we look for the power of signal transmitted by ST
the AP. We denote such power wity and we define it as;
X; =Y, L(Dy), (11)
where L(D;) expresses the power with which the sig-
nal of STA ¢ arrives at the AP after being attenuated over
distanceD; and calculated using simple path loss model,

_h

L(D)) = S5z

(12)

In this expression,P, denotes the STA transmission
power anda, the path loss exponent, determines the loss
rate. We usex = 3 which is commonly used to model loss

dnan urban environment [14]. Note that this model for the

power only considers the attenuation caused by the distance
between the emitting terminal and the AP, and ignores other

tfactors such as mobility, shadowing, multi-path fading, etc.

Having the power of each STA at the AP, we can compute
the interfering power a packet transmitted by SAaces.
We denote this power bl and write it as;

Iy = ZYz‘ - L(D;).
i#k
This allows to write the following expression for the
SNR at the AP of a packet/signal coming from SkAat
the given distancéy:

(13)

L(dy,) L(dy)

SNRy, = = .
" Not+ I No+ i, Yi- L(D;)

(14)

Ny is the background noise (see Equation (1)). We can
see that to comput®, using Equation (10), the only ran-
dom variable isl;,. Hence, having thedf of I, which we
denote byf;, (x), we can computey(d;) = E[FP]. As-
uming independence B, as in the Bianchi modef;, ()
can be expressed as an- 1 convolution:

(@) =fx, ® @ fx,_,@fx, ,® @ fx,(x). (15)

In the analysis above, we kept the distance from STA
i to the AP random denoted hy;, except for STAE for
which we are computing,. Then we compute;, for two
cases. First, we compute it when the stations’ positions are
known (theD; are deterministic): the only randomness in
this case lies in the dynamics of the MAC layer. Second,
we computep, for a more general case where nodes are
uniformly distributed in the plane.

4.1 Fixed Topologies

Suppose we are given the distance vecfor
{dy,...,d,}, whered; describes the distance of STA0
the access point. Since all distances are fixed, we omit in
this section the index of distance from loss and transmis-
sion probabilities. For an STA, we aim at finding thedf
of I.. I gives the interfering power produced by all the



other STAs at the AP. To compuig, we needfx(x), the STAs is supposed to influence the transmission probability
pdf of the power at the AP of an individual STA. For an of STA:. Thisis the case when the number of STAs is large.
STA4, fx,(x) can be written as: Under this assumption, the variabl&s are independent of
each other. We can therefore compute g of I, using
fx, (@) =601 — 1) + 6. (L(dy)) 75, (16) Equation (15) and (21).
whereé, (z,) is a Dirac pulse at = z, andr; denotes Note thaty, is a function of one unknowi[r;(D;)].
the transmission probability of STA f;,(x) can be com- The packet collision probability can be obtained by plug-

puted using Equation (15). Note that the valugi f;, (z) ging fr, in Equation (17). We substitute then the expres-
are left unknown. sion ofpy(dy.) in Equation (8) to gety (dx), the probability

Using Equation (10) and taking expectation, we get the with which STA k 'Fransm|t.s. a packet in a slot time aver-
packet loss probability of STA: aged over all possible positions of the other STAs. Finally,
the throughput of STA: averaged over all locations of the
other STAs can be computed in a similar way to the fixed
pr = E[1 — (1 — pPLOP)Lrrcr (1 — pPoviord)Lrayicad) case as will be discussed in Section 4.3.
17) Now we explain how to find the expressionifr; (D;)].
For example when the packet is sent with 1 Mbps, the To solve for this expectation, we write an implicit equation
equation can be simplified as shown in Equation (18) (Sincewith E[r;(D;)] as a variable, then we solve this equation
the PLCP and the payload are sent with the same modulanumerically. Equations (21) and (17) give us the expression

tion and data rate). _ _ o of p(dy) for STA k as a function off[;(D;)]. Denote by
This expression ofy, is a function of the transmission  p, (d,.) = G(dy, E[r;(D;)]) this expression. Using 17, we
probabilities of the other STAs via thelf functions fx,. can write;

From the Bianchi model, the transmission probability of an
STA is related to its collision probability via the function in

Equation (8) (by substituting by p,, and7 by 7). Thus, T1(dr) = B(pr(dy)) = B(G(dy, E[1:(D;)])) (22)
using Equations (8) and (17), we set up a non linear system o o .
of equations, which can be solved numerically fopaland We get our implicit equation if[r;(D;)] by summing

.. Having thep,, andry, the throughput of any STAcan  over all the values of;, as shown in Equation (23).
be computed. This computation is shown in Section 4.3.

" 2mpdp
2

B(G(p, E[r:(Dy)]))-
id h here th iforml (23)
We consider now the case where the STAs are uniformly 500 e obtaifE[7;(D;)], all transmission probabilities,

distributed in a disk of radiusaround the AP. Thus, thelf . jision probabilities and throughput can be obtained using

of D (the distance to the AP of an STA) has the following our above analysis. In summary, for an STA located at dis-
form: '

4.2 Random Topologies Elri(Di)] = E[B(pk(dk))] = /

0 r

tancedy,:

2d
fo(d) = {logdgl}ﬁ. (19) e The packet collision probabilityy (dx) can be ob-

tained by plugging Equation (22) in (17), where the
value of E[r;(D;)] is computed numerically with the
implicit Equation (23).

Consider an STA: located at distancé,, from the AP,
and let us focus at computing its average performance over
all possible positions of the concurrent STAs. As for fixed

topology case, we have to find thef of I, (The interfer- e The packet transmission probability,(dy) is com-

ence caused by the other STAs at the AP.). puted by substituting by py (dx) in Equation (8).
However the computation ofx, (z) (the pdf of signal

power at the AP of a random STA becomes more com- e Givenpy(dx) andry(dy), the throughput of STA can

plex. We first write the cumulative distribution function be obtained in a similar way to the Bianchi model. The

of X; (for z > 0), see Equation (20). In this equation, throughput of a random STA can be computed as well.

E[r;(D;)] is the transmission probability of an STAaver-

aged over all its possible locations. By differentiation and 4.3  Throughput Calculation

using the expression df(D;), we find thepdf of X;, see

Equation (21). We now derive the throughput of a single SFAat a
Assume that the transmission probability of a random given distancel;. In the case of a fixed topology (Sec-

STA i is only dependent on its own position and indepen- tion 4.1) this throughput depends on the position of all other

dent of that of the others. Only the number of the other STAs and their transmission probabilities whereas in the



Lprop+Lpayioad
_ o0 QL(dk)W ‘
Pk_l_/;:o <1—Q< W)) fr.(z)dw. (18)

Fx.(2) = (1= EIR(D)) + 1 oo Blr(00)] (1- 100, (20)
2/
i) = 801~ B DD + Lozt s () BI(DA) @)

case of random topologies (Section 4.2), the throughput de-prgability that such a transmission is successful, is equal
pends on the other STAs average location and their averageg # In the case of random positions, only the

transmission probabilit}[7; (D;)]. expressions oP,, and P, change. These expressions are

Consider first the case of fixed topology. The throughput shown in Equation (26) and (27) for an STAlocated at
of an STAk is given by the functiorZ (py, 71 ), which has distanced,, to the AP.

the following form:

Py =1— (1 = 7(di)) (1 — E[r;(D;)])" (26)

Z(pe.m) = k(1 —pr)L
Fo Tk (1_PtT)J+PtTPSTS+PtT(1_PS)TC.
(24) di) (1 — pi(d ~ DE[n(D))(1 — E[pi(D;
In the numerator of the throughput expression, we put Ps = T () (1= pr(dr)) + (n 5 JE[r(D)I( [p:(D3)])
the average number of useful bits transmitted in a slot time tr (27)

whereas the denominator corresponds to the average dura-
tion of a slot. o is the physical slot time of 802.11 MAC
layer. T, and T, are respectively the duration of a slot
(following the slot definition in the Bianchi model) when a
packet is successfully transmitted and the duration of a slot ) : X
when two or more packets collidel. is the payload size. a”‘?' ComPared the results witis-2 simulation. _Ourn;-

We consider MAC, IP and UDP headers in our calculation 2 Simulations are based on the package described in [15].

for packet length (The sum of these headers is denoted by" this package we consider the effect of wireless physical
H.). In addition, as explained in Section 2, the PHY layer layer while simulating mobile networks. Physical layer pa-

adds to each transmission a constant PLCP preamble aniMeters like path loss, fading, interference and noise com-
header of total duratioty o p. Similar to [6], the slot time putation are added in thiss-2simulation package. Thes-2

duration7, and7., for basic access mode considering ACK simulation results presented later are averaged over 10 runs
timeout. will become: with different random seeds.

We first consider a fixed topology, i.e tli; values are
deterministically set. For this scenario, we used 2 network

5 Model Verification and Simulation Results

We implemented thBAW analytical model in MATLAB

T =2tprep + DIFS + &L 4+ SIFS configurations as shown in Fig. 5. The first configuration

+AZE 426 consists of one AP and several STAs which send CBR pack-
ets at saturation rate to the AP using UDP connections. All

TP* =2tprop + DIFS + 2L + STFS + ALK STAs are located at 5 meters from the AP. In this configu-

(25) ration, we calculate the total throughput while varying the

Ry is the data rate for the basic transmission mode (i.e.,number of STAs. The second configuration consists of one
1 Mbps for 802.11b) and?, is the data rate for payload AP and 6 STAs: 5 STAs are placed at 5 meters from the
(which is 1 or 2 Mbps in our simulations). Note that for the AP and the6t® STA is moving away the AP from 1 me-
RTS/CTS access mode, all calculation regarding to packetter to 25 meters. Each meter, it held fixed fr minutes
error rate should be done for RTS packéts the propaga-  and transmits CBR data over a UDP connection. The fixed
tion delay. STAs send continuously the same traffic as the mobile STA

We come now to the definition df,,, and P; in the de- to the AP. We calculate the throughput of both moving and
nominator of Equation (24). Witl?,,., we denote the prob- fixed STAs for each position of the mobile node. Further,
ability that at least one of the STAs is transmitting, which  all simulations are done with two transmission modes (i.e.,
can be formulated as — []!_;(1 — 7). Further,P;, the BPSK 1Mbps and QPSK 2 Mbps in IEEE 802.11b).



@ S when it contends for the medium with one or more

o T Ty xed STAS (isoss o)

2. the probability that one fixed STA loses its packet
when it contends for the medium with the moving STA

@ A%@ ; 5 meters :\‘
hossiom @? Moving From 1 to 25 meters ’," (Pp kt—loss—f 11)
® These two conditional probabilities illustrate the behav-
. R ior of DAW model in the second configuration where one
B node moves. As an example, we calculate the second prob-
(a) Fixed (b) Moving ability (Ppri—10ss— riz) fOr the case where data is trans-
mitted with 1 Mbps. Letry;; (7o) be the transmission
Figure 5. Network topologies. probability of a fixed (moving) STA ands;, (d.) be

its distance to the AP. Equation (28) shows this probabil-
ity (Ppkt—toss—fiz), Where bindi, 5, 74,,) denote thepdf
For the first configuration, we compare the throughput ©f & binomial RV with parametersandy;,. that is shown
obtained with theDAW model to the ones computed from N Equation (29). The sum in Equation (28) accounts for
Bianchi’s model anchs-2 simulations. We expect to ob- the.dlfferent pOSS|_bI§: values of the number of flxgd stations
tain very similar results since the probability that a packet Which are transmitting at the same as the moving station.
is erroneous, and hence dropped, is very close to one wherPther probability calculationsHyr; —i0ss—mov and for dif-
parallel transmissions occur (all STAs are positioned at férent transmission rates) are straight forward.
the same distance from the AP). The corresponding total AS shown in Figure 8 both probabilitie’ i —10ss—mov
throughput of our distance-aware model and the Bianchi's 81d Epki—1oss—fiz) @re equal tol when all STAs have
model along with ns-2 simulations are shown in Fig. 6. We €dual distance from AP (same as assumed by the Bianchi's
can observe a very close match between our modehasgl ~ MOdel). Poki—i0ss—mov F@Mains equal ta when the mov-
simulation results. ing STA is far from the AP since its power level at the
We now use thé©AW model to investigate the through- AP is low comparing to closed and fixed stations. On the
put of the STA that moves through a fixed topology of wire- Other hand.Ppk: o i drops to0 at around 5 meters,
less STAs using the second configuration explained above Which means that closed and fixed STAs always win when
Fig. 7 shows the throughput of a fixed STA (at 5 meters their packets collide with the packets from the moving STA
from the AP) and the throughput of the moving STA. We at more than 5 meters from the AP. .On the_ other hand
also plot in the same figure the throughput obtained by an ki —ioss—mov drops to0, when the moving station is near
STA if the Bianchi’s model was used. The results are very the AP (less than 5 meters) and so wins when its packets
interesting. When the moving STA is close to the AP (less collide with packets from fixed stations.
that 5 meters), its throughput is greater than the one of fixed e now consider the random topology case, where STAs
stations. When the moving station and fixed stations are@re uniformly distributed in a disk of radius 10 meters cen-
near each other (i.e., around 5 meters) they all have the saméered at the AP. We select one STA and move it from 1 to
throughput and it is equal to the one given by the Bianchi's 10 meters, and we compute its throughput averaged over all
model (which supposes that two colliding packets are auto-the pqs&blg Iocaupns of the other 9 STAs using the method
matically lost). Finally, when the moving STA is far from €xplained in Section 4.2. We also compute the average
the AP (more than 5 meters), its receiving power level at the throughput of any other f_lxed STA.To validate these results,
AP starts to become lower than that of the close and fixedWe have run 250 numerical simulations (Wi\W model)
STAs and so its packets are lost when they collide with the for 250 realizations of the fixed topology using above sce-
ones from fixed STAs. The fixed STAs get then a higher Nario. We then use the fixed topology method to find the
throughput than the moving STA and the difference is ap- t_hroughput per realization, and we average over all realiza-
proximately equal to the bandwidth not used by the close tONS. o _ .
and fixed STAs. The Bianchi’s model is no longer good in ~ Theresults are shown in Fig. 9. When the moving STAis
such moving case as shown in Fig. 7. The result is alsoclose to the AP, it gets a higher throughput than the average
confirmed withns-2simulation as shown in the Figures. throughput of the others, since with a high probability the
To better illustrate the above results which are obtained Other STAs are far from the AP. However, this throughput
for throughput of fixed and moving STA, we evaluate and Qecreases when the STA moves farther from the AP until
calculate two conditional probabilities, shown in Fig. 8: it drops below the average throughput of the others. The
results for 250 realizations, shown in Fig. 9, validate our
1. the probability that the moving STA loses its packet analysis in random case (Section 4.2) as well.
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