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Abstract

In this paper we study the effect of the IP router buffer size on the sending rate,
the goodput and the latency of a TCP connection. We analyse short TCP transfers as
well as persistent TCP connections. Analytic results obtained by fixed point approach is
compared with the results obtained by NS simulator.
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1 Introduction

The effect of the IP router buffer size on the TCP performance is analysed in this paper.
We consider two types of TCP connections: persistent TCP connections that have always
data to send and short TCP transfers of small files. A typical example of the first type is
an FTP transfer and a typical example of the second type is an HTTP transfer. In the
first case we are interested in the effect of the buffer size on the average values of the TCP
sending rate and goodput, and in the second case we are interested in the effect of the buffer
size on the latency of the file transfer. We carry out the analysis using the Fixed Point
Approach (FPA) developed in [1, 3]. The main idea behind FPA for the TCP/IP network
is to combine a model for the IP network at the packet level with a model for the TCP
connection performance based on some given packet loss process. In [1] we applied FPA
to the modeling of TCP/IP network in the case of large bandwidth-delay products, that is
when the queueing delay may be neglected. In contrast, here we want to study the effect
of the queueing delay on the performance of TCP sessions. In [3], the authors analyse the
case of RED buffers. Here we propose a model for drop tail buffer, which is still the most
common type of buffers in IP networks. In particular, we answer the question if there is an
optimal size of the buffer. In this paper, we restrict ourselves to the case of one bottleneck
node. However, our approach can easily be generalized to a more sophisticated topologies.
We confirm all our theoretic findings with the help of NS simulations.

2 Persistent TCP connections

Let us consider N persistent TCP connections that are going through the same bottleneck
link (see Figure 1) of capacity C. The links leading to the bottleneck link may have different
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Figure 1: N persistent TCP connection sharing a single bottleneck link.

propagation delays and their capacities are sufficiently large so that only the bottleneck link
experiences congestion.

Denote by RTT; the average Round Trip Time of the i-th connection. Given RTT;, i =
1,...,N and the packet loss probability p on the connection path which in the case of a single
bottleneck is the same for all connections, the average TCP sending rate of a persistent
connection can be calculated by the following formula [5]
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and where MSS; is the Maximal Segment Size, W} _ is the maximal receiver window, b;
is the number of packets acknowledged by an ACK, and 7} is the basic timeout duration.
Then, the load on the bottleneck link is given by
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Thus, we have described the TCP part of our FPA model. Next we consider a model for
the IP layer. To express the packet loss probability p and the queueing delay in terms of the
load p and the IP router buffer size K, we use the classical M/M/1/K queueing model
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Figure 2: TCP connection with the smallest propagation delay.

M 1 K
RIT; =2%d; + SS|: P :|a

— 4
C |1-p 1—pK (4)
where d; is the propagation delay of the i-th connection. In the above expression we assign

to MSS the average maximal segment size. Substituting (3) and (4) into equation (2), we get
the following nonlinear equation for p.
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The above equation can be solved by any numerical method for the solution of nonlinear
equations. Once the value of p is determined, we can compute p, RTT; and the sending rate
T; by formulae (3), (4) and (1), respectively. The goodput is calculated by the formula

Gi = (1 —p) * Ti(p, RTT;). ()

In our numerical experiments with NS simulator [4] we set the capacity of the bottleneck link
as 100Mbps and its propagation delay as 2ms. Each of 100 links which lead to the bottleneck
link has the capacity of 10Mbps. The propagation delays of these links are uniformly dis-
tributed between 1ms and 11ms. In our simulations we use the New Reno TCP version. In
Figure 2,3 we plot the sending rate and the goodput for the TCP connections corresponding
to the shortest and to the longest propagation delays.

3 Short TCP connections

Let us now consider short TCP transfers passing through a single bottleneck with the capacity
C. This scenario corresponds to the HTTP file transfers. We suppose that TCP sessions
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Figure 3: TCP connection with the largest propagation delay.

arrive according to a Poisson process with rate A. The load can be defined as

AE[docsize]
PO= (5
where Eldocsize| is the average document size. For instance, the average size of documents

transfered by HTTP is 10Kbytes. The fixed point formulation corresponding to the above

setting can be written as follows
Po
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We note that the first equation in the above system is taken from [2]. This system can be
solved by using fixed point iterations

for i = 1,2,... Once we have obtained p and p, we can calculate the RTT corresponding to
the propagation delay d. Namely,
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Figure 4: The latency for the document of 20 packets.

Finally, the following formula taken from [6] can be used to estimate the average transfer
latency for a document of m packets
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For NS simulations we have chosen the following parameters E[doc.size] = 10Kbytes, A\ =
225sessions/s and C = 20Mbps. This set of parameters gives the link load of 90%. In
Figure 4 we plot the relation between the expected document transfer latency and the buffer
size for the document of 10Kbytes (or 20 IP pakets, 500bytes each).

f(p,RTT) =

4 Conclusions and future work

From the theoretical analysis and the experiments with NS we conclude that typically a
persistent TCP connection crossing a bottleneck link has poor sending rate and goodput in
the cases of small and large buffer sizes. The explanation for the first case is that small buffers
induce many packet losses and the explanation for the second case is that queueing delays and
hence round trip times become too large. Consequently, for a given TCP connection there is
an optimal value of the buffer size for the bottleneck IP router. However, this optimal value
is different for each TCP connection since it depends on the value of the propagation delay
(see Figures 2 and 3). One can also see that the deterioration in sending rate and goodput
for large buffers is not so significant as in the case of small buffers. Thus, in order for the
system to be robust, we suggest to set the buffer size rather larger than smaller. Actually, this



recommendation applies equally well to the case of short TCP transfers. As demonstrated
in Figure 4, with the increase of the bottleneck buffer size, the latency of the file transfer
decreases. It seems that there is no optimal value for the IP router buffer size if we consider
only short TCP transfers.

We also note that the fairness always improves with increasing buffer size, as the share
of bandwidth of the connections with large propagation delays increases and those of short
propagation delays decreases. This can be explained by the increase of the average queueing
delay which is the same for all TCP connections sharing the same bottleneck link.

The experimental results that we obtained were all with New-Reno TCP version. When
using Reno we obtained in our NS experiments around 30sending rates. This can be explained
by the fact, which we have observed through the traces, that Reno has many more time-out
losses. Moreover, we observed that Reno often had several losses in the same window and
recovering from these resulted in several consecutive decreases of the window size. In contrast,
New-Reno is able to recover well from more than one consecutive loss within an RTT.

Now let us point out several future research directions. The first obvious future research
direction is to investigate more sophisticated network topologies with several bottleneck links.
The present approach seems to allow this generalization. Next we can conclude from Figure 4
that formula (6) does not work well in the case of large packet losses. Thus, one needs to
obtain a more exact formula for the latency of TCP based file transfer.
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