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TCP and |osses

I TCP congestion control

[1 An additive-increase multiplicative-decrease strategy for
congestion control in the Internet

[] Packet losses for congestion detection (possibly ECN)

] When looking at the rate level

[] Loss event (or congestion event): An event that causes the
reduction of the congestion window by a constant factor.

L] Inter pretation: Depends on the version of TCP
1 One packet loss for Reno
1 One lossy round trip-time for Tahoe, New-Reno and SACK
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L osses and TCP modeling

] TCP modeling requires a good characterization of
times between |oss events.

] Simple loss processes have been considered in the
literature (Deterministic e.g., [Mathis, Semke, Mahdavi, 1997],
Poisson e.g., [Misra, Gong, Towsly, 1999])

[1 TCP throughput has been expressed only as a function of
the average lossrate (e.g., p, A)

(] But, the Internet is so heterogeneous that |osses may
exhibit a more complicated distribution

[1 What do our measurements tell us ?
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M easurement testbed

- ESSI - Sophia Antipolis

MAN —

LAN

ENST - Paris

- WAN
— [ |

Univ. of South Australia

INRIA - Sophia Antipolis

» Threelong-life unlimited-data TCP transfers (New Reno version)
* Develop and run atool at INRIA that detects |oss events
» Store traces in separate files at fixed intervals (20, 40, and 60 min)
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Some Inter-loss time distributions

LAN

Density function
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Some Inter-loss time distributions
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Some Inter-loss time distributions
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Some correlation coefficients

LAN
Hour Covariance coefhoient
(Traces of 20 min) | Cov{Sn, Spi1)/Var{Sy)

1100 + 003

12:00 1

12:30 %

13:.00 + .00

13:30

14:00 - U8

WAN
Hour Covariance cosfficient
(Traces of 60 min) | Cov(S,, Spi1)/Var(S,)

1100 0197

12:.00 - 0.001

1400 - 0102

16:00 - 0107

20:00 + (.023

22:00 - 008

(] Higher correlation is expected on paths with a significant
memory (e.g., wireless links, satellite links).

August 31, 2000
B

W INRIA




Our model for losses

| Consider the loss events as a point process
[] Denote by {S} the times between losses

1 The only assumption we made:
{S} stationary and ergodic

(] Notation:
"I Average inter-losstime: d = A = E[S]

I Correlation functions: R(k) = E[S;S..,], k=0,1,...
I Covariance functions: C(k) R(K) - d2 k=0,1,...
"I Normalized functions: R(k) R(K)/d?, C(k) C(k)/d?
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Our fluid model for TCP

[] Consider along TCP transfer with infinite amount of data to send
[] Denote by X(t) the rate of the connection at timet (=W(t)/RTT )

Congestion detection
Multiplicative decrease by v

n:1/ (typically 0.5)

X(t)} Linearincreaseat ratea =
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Performance analysis

! Input parameters h

[] Parameters of the loss process
[1 Parameters of the connection

L] Output parameter
[] Throughput of the connection

— 1"
X:!LT¥6[X(T)dT )
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Stochastic Difference Equation

Consider the rate between loss “n” and loss “n+1"

Xn+1 =V Xn +a Sn

Using Theorem 2A in [Glasserman and Y a0,1995]
[ The difference equation has a unique stationary solution X

[ X, convergesto X, for any initia state X,

L] {X,} Isan ergodic process
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Calculation of the throughput

Using Palm theory

X = E[X(1)] =AE°[A] = AE°[UX'S, +1aS?]
with X, =a) VS, .,
A k=0

1

> X =Aa[2RO)+ 3 VRK)]
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With packet drop probability

L et p denote the probability at which a packet islost in average

A:py ”

X=_ 1 \/“V +1E(0)+Y W CK)

RTT.bp | 2(1-v) 2 =i
Dueto lossrate Dueto variance Dueto correlation
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Specification of the model

1 3
2bp
1 2
RTT \ bp
1 1 (§+1Var(8n)j
RTT \\bpl2 2 d°

[] Markovian arrival process (see paper):

(] Deterministic losses: X =

(sguare root formula)

X
1

[] Poisson |oss process:

X
1

[] General renewal process:

[] The characteristics of the loss process in the connection depend
on the state of the system which has a Markovian evolution.
L oss events may occur between and during state transitions.
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Case of rate limitation

[1 TCPrateincrease M
stops when the receiver
window Is reached.

] New SDE: X, =min(z X, +a S,,M)

[] The system converges to a stationary regime, but obtaining an
explicit expression of the throughput for a general 1oss process
seems to be impossible given the non-linearity of the model.

[1 We calculate bounds on the throughput which are also a good
approximation of the throughput.
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| ntroduction of Timeouts

[ TCP may stay idle for along time before the detection of aloss.

A 1 X'= Average rate when
S o Sw excluding TO intervals
/ / 0 X =X'(1-AE[Z,]Z, >0])
 SulZal. Swa | or
/ > Y — - )?'
1+ pX'Q(p)Z(p)

Timeout Duplicate ACKs Q(p) = P(Z, > 0)

Z(p) = E[Z,12,>0]

W INRIA
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Validation of the mode

[ Instead of validating once the overall model, we chose to
validate separately:

Real TCP |deal fluid model

[] The model for losses:
We compare the results of our
model to areference throughput,
the one obtained by afluid LIMD
flow control mechanism. We
construct this fluid model using
the traces of areal TCP connection.

1 The model for TCP rate evolution: |

The main objective isto validate the T T e
assumption on the linearity of rate increase.

Window size (bytes)
]
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lmpact of inter-loss times

[1 With asmall number of correlation coefficients, we are able
to estimate correctly the reference throughput.

[] The correlation in our experimentation has not a great impact.
A renewal model for losses is quite sufficient.

[] The estimate of the throughput increases with the variance of
the inter-loss times:

On LAN, deterministic and Poisson losses |ead to an underestimation.
On MAN, Poisson losses |ead to an overestimation.

On WAN, deterministic losses |lead to an underestimation.
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lmpact of inter-loss times

An example of results: Throughput evolution during aday ...

LAN

TCP throughput (kbps)

woo - Deterministic

Poisson
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Did we model TCP correctly?

TCP throughput (kbps)

LAN

|deal TCP

Rea TCP
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'] We compare the reference throughput to the real one ...

WAN

|deal TCP, Real TCP

Deterministic |osses f .

Day time (hours)

[0 Good approximation on WAN, but a significant overestimation when
the window size is comparable to the bandwidth-delay product (e.g., LAN)
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Sublinearity of TCP rate increase

[ ] Main cause of the overestimation we observed in LAN:

[] TCPwindow increases linearly as afunction of RTT number rather than time.

(] InLAN in particular, and on paths where the

window size is comparable to the bandwidth-
delay product in general, theincreasein TCP
window resultsin anincreasein RTT (once
the bottleneck link is fully utilized).

[1 A correlated increase between window and _
RTT resultsin asublinear increase in window |
and rate (the rate stabilizes if the connection

[
=]
2

g

IS running alone on the path). Time (9)

[] A sublinear rate increase leads to |ess throughput than alinear one.
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Window and RTT

For asingle tracefile

LAN WAN

0 T T T T T T 12

Round-trip time ()

1 1 1 L 1 ! ! 1 1 ! 1 1 1
o 10000 20000 30000 40000 50000 60000 0000 ] 2000 4000 6000 EO0G 10000 12000 14000 16000 18000

TCP window (bytes) TCP window (bytes)

[] Linear window increase models often used in the literature work well when
the window and the RTT are independent from each other.

[ Existing models need to be extended to the case when they are dependent.
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Correction for the fluid assumption

b.RTT RTT

L.

i Fluid model

i :,/ q )?diS:)?—lRTI'— RSl
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Packet model

Window size (packets)
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=] =] 5] =]
=] =) =] =1

[] With this correction, our model
with deterministic inter-loss times
gives the same performance as the
detailed packet level model in
[Padhye,Firoiu, Towsly,Kurose,1998]

TCP throughput (kbps)

Day time (hours)
August 31, 2000

E—— ,WINRIA




Summary

(1 A good modeling of TCP requires:

[] A good characterization of inter-loss times. The second moment
and some correl ation coefficients need to be found.

These coefficients can be measured or calculated from another model for
the network (e.g., as afunction of the packet drop probability p).
[1 A good characterization of TCP window evolution. The
dependency between window and RTT needs to be considered.

[] The errors introduced by these two characterizations may bein
opposite directions and cancel each other, resulting in an overall
throughput close to the real one (e.g., LAN, assuming that inter-
|0ss times are deterministic).

August 31, 2000

E— ,WINRIA




