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Abstract—Using multicast delivery to multiple receiversreducesthe ag- Even for random networks and multicast trees different than

gregate bandwidth required from the network compared to using unicast  the idealized full o-ary tree, the multicast gain is largely deter-
delivery to each receiver.

To encourage the use of multicast delivery, a higher amount of band- Mined b_y the IOg"f‘r'thm of the number of receivers [3].
width should be allocated to a multicast flow as compared to a unicast ~ Despite the widespread deployment of multicast capable
flow that share the same bottleneck, but without starving the unicast flow. networks, a multicast service is rarely provided and network

We investigate three bandwidth allocation policies for multicast flows and . . . . . .
evaluate their impact on the bandwidth received by the individual re- Providers keep the multicast delivery option in their routers

ceivers. turned off. Several reasons contribute to the unavailability of

The policy that allocates the available bandwidth as a logarithmic func-  mylticast. A major reason is the lack of congestion control,

tion of the number of receivers downstream of the bottleneck achieves the . . .
best trade-off between maximizing the receiver satisfaction and keeping and the fear that multicast traffic grabs the available network

fairness high?! bandwidth and leaves only little bandwidth to unicast traffic.
K eywords—Unicast, Multicast, Bandwidth Allocation, Quality of Ser- Unicast is a ong-tq-one Commumcathn’ multicast is a one-
vice to-many communication, and broadcast is a one-to-all commu-
nication. Therefore, unicast and broadcast can be treated as
| INTRODUCTION special cases of multicast, with one receiver, or all receivers,

There is an increasing number of applications such as Sofgspectively. A valid bandwidth allocation policy employed

ware distribution, audio/video conferences, and audio/viderBr m.ultlcast S,hOUId therefore alsp work in the extreme cases

broadcasts where data sent by the source is destined to multigiém'c"’lst trafnc' or bro.adcasg traffic. ) ,

receivers. During the last decade, Itfaast routing and multi- We wgnt to give an incentive to use mult|'cast by rewarding

cast delivery have evolved from being a pure research topic [1]€ Multicast gain in the network to the receivers at the edge of

to being experimentally deployed in the MBONE [2] to being;;e network; at the same time we want to treat unicast traffic
|

supported by major router manufacturers. As a result, the I reI.at|ve tp multicast t'rafflc. . .
¢ We investigate bandwidth allocation policies that allocate the

ternet is becoming increasingly multicast capable. Multica% dwidth locall h sinale link b icast and mul
routing establishes taee that connects the source with the re-2aNaW! thlocally at each single link between unicast and mul-

ceivers. The multicast tree is rooted at the sender and the leall§8St tra}ﬁlc and evaluate globally the bandwidth perceived by
are the receivers. Miicast delivery sends data across this tre&€ "€CEIVETS. _ , . .
towards the receivers. Agpposed to unicast delivery, data is For different ba}ndW|dth aIIocapon policies, we examine the
not copied at the source, but is copied inside the network 585€ wherg a unlcqst networ!< (like the Internet) is augmented
branch points of the multicast distribution tree. The fact that/ 'th a m'ultlcast dehvgry service and we.evaluate the receiver
only asingle copyof data is sent over links that lead to multiples""t'Sf""Ctlon and the falrngss among receivers. .
receivers results in a bandwidth gain of ltcast over unicast, The rest of the paper is organlzed as follows. I'n Sectpn .
whenever a sender needs to send simultaneously to multiple\‘\éEz present the three bandwidth a!locatlon strgtegles af‘d Intro-
ceivers. GivenR receivers, thenulticast gain for the network duce the model and the assumptions for their comparison. In

is defined as the ratio of unicast bandwidth cost to multica§ec'[ion Il we analytically study the strategies for a simple net-

bandwidth cost, where bandwidth cost is the product of the dg/_ork tqpology. In'Sectio'n ,IV we show the effect of differept
livery cost of one packet on one link and the number of linfandwidth allocation policies on random network topologies.

the packet traverses from the sender to theeceivers for a In Section V we discuss the practical issues of our strategies,

particular transmission (unicast or multicast). For shortest paﬁ?d Section VI concludes the paper.
routing between source and receivers for unicast ariticast,

the multicast gain for the model of a full o-ary multicast tree is: [ MODEL
R o—1 We examine a very basic question: How to allocate the band-
logo(R) - R-1 o width of a link between unicast and multicast traffic? To elim-

inate all side effects and interferences we limit ourselves to
* Copyright 1999 IEEE. Published in the Raedings of INFOCOM'99, 21st - 25th - Static scenarios. We assume a given number of unicast sources,
March 1999, New York, USA. Personal use of this material is piech However, per- 0@ given number of multicast sources, different numbers of re-

mission to reprint/republish this material for advertising or promotional purposes or for ~ i i
creating new collective works for resale or redistribution to servers or other works, mugeivers per multicast source, and a given bandwidtbr each

be obtained fromthe IEEE. Contact: Manager, Copyrightsand Permissions/ IEEE Serv H _ H H
Center / 445 Hoes Lane / P.O. Box 1331 / Piscataway, NJ 08855-1331, USA. Telephor@:,twork link to be allocated among the source-destination(s)

+Intl. 908-562-3966. pairs.



Our assumptions are: i) Knowledge in every network node
about every flows; through an outgoing link. ii) Knowl-
edge in every network node about the numbereskivers per
flow, R(S;,!), reached via an outgoing link iii) A constant

traffic of every flow. iv) No arriving, nor departing flows. v) S 3/6=1/2G
Each node is making the bandwidth allocation independenthy®—————————————"-X7—————~
a particular receiver sees the bandwidth that is the minimura 8/6=1/2G,
bandwidth of all the bandwidth allocation on the links from
the source to this receiver. vi) The sources have the diyab
to send through different bottlenecks via a cumulative layered zz;jﬁ' )
transmission [4]. For receivers of the samelisast the (bot- ~ — ° n
tleneck) bandwidth seen by different receivers may be differ-— oSy
ent .- Hows

' S! Sourcei
II-A  Bandwidth Allocation Strategies Rl receiverj of sourcei

We present three bandwidth allocation policies. Importantq
to us is to employ the bandwidth—efficient multicast withoug;,
starving unicast traffic, and to give at the same time an incentiy@y_
for receivers to onnect via multicast, rather than via unicast.
Our objective is twofold: On one hand we want to increase the
average receiver satisfaction and on the other hand we want to
assure a fairness among different receivers.

We assume a network of nodes connected via links. In the
beginning we assume every network lihkas a capacity of a
bandwidthC;. We compare three different strategies for allo-
cating the link bandwidtit; to the flows flowing across link
. Let n; be the number of flows over a link Each of the
flows originates at a sourcg, 7 € {1,...,n;}. We say that
a receiverr is downstream of link [ if the data sent from the
source to receiver is transmitted across link Then, for a
flow originating at sourcé;, R(S;,!) denotes th@umber of
receivers that are downstreamof link /. For an allocation
policy POL is Bpor(S;,!) the shared bandwidth of linkfor
the receivers of; downstream of.

The bandwidth allocation strategies for the bandwidth of a
single link{ are:

¢ Receiver Independent (RI): Bandwidth is allocated in
equal shares among each flowmdhgh a link—independent
of the number of receivers downstream. At a linkach
flow is allocated the share:

1
Brr(S:, 1) = n_Cl
: The

Capacity of link k

1: Bandwidth allocation for linear receiver-dependent pol-

separate unicast flow We allocate a share, for a multi-
cast flow, corresponding to the aggregate bandwidth of
separate unicast flows.

¢ Logarithmic R eceiver Dependent (LogRD)The share

of bandwidth of link/ allocated to a particular stream de-
pends logarithmically on the number of receivers that are
downstream of link:

1+ IHR(SZ',Z)

BLogRD (Si’l) - 2;1:1(1 +In R(Sj’l))

(@

The motivation for this strategy is: multicast receivers are
rewarded with the multicast gain from the network. The
bandwidth of link/ allocated to a particular flow is, just
like the multicast gain, logarithmic in the number of re-
ceivers that are downstream of lifk

Our three strategies are representativeslagsesof strate-
gies. We do not claim that the strategies we pick are the best
representatives of its class. It is not the purpose of this paper
to find the best representative of a class, we only want to study
the trends between the classes.

following example illustrates the bandwidth allocation for

The motivation for this strategy is: th@/ strategy does the case of theinear Receiver Dependepblicy. We have two
not represent any changes in the current bandwidth alloaulticast flows originating ab; and S, with three receivers
cation policy. This allocation policy weighs multicast andeach (see Fig. 1).

unicast traffic equally.

Linear Receiver Dependent (LinRD): The share of lows:

For link 1, the available bandwidtti; is allocated as fol-

Since R(S1,1) = 3 and R(S;,1) = 3, we get

bandwidth of link/ allocated to a particular stream de-Br;nrp(S1,1) = Brinrp(S2,1) = %Cl = 0.5C,. For
pends linearly on the number of receivers that are dowtink 4, we haveR(S1,4) = 2 andR(S,, 4) = 1. Therefore we

stream of linki:

_ R(Si,1)
251 R(S;,0D)

The motivation for this strategy is: givefi receivers for

S; downstream of link , the absence of multicast forces
the separate delivery to each of tha3ereceivers via a

Brinrp (Si, 1) @

get Brinrp (Sl , 4) = 2/304 and BLZ'nRD(SZ , 4) = 1/304.
Given these bandwidth allocations, the bandwidth seen by a
particular receiver is the bandwidth of the bottleneck link on
the path from the source to For example, the bandwidth seen
by receiverk? ismin(1/2C1, 2/3C4, 1/2C5).

2We assume shortest path routing in the case of unicast and multicast.



[I-B  Measures, and Comparison criteria of the Strategies We defineideal fairness as the case, where all receivers
receive the same bandwidth. FHoleal fairnessour measure

o = 0 has its lowest value. In all other cases the bandwidth
sharing among receivers is unfair and> 0.

Our goal is to increase the meeeteiver satisfactiorhow-
ever not at the detriment dairness In order to evaluatee-
ceiver satisfactiomndfairnesswe define two basic measures,
one describing the average user satisfaction, the other one % .
scribing the fairness among users. ptimality

The question now is how to maximize botkceiver satis-
Receiver Satisfaction factionandfairness Let o(p, s) be the function that defines

There are many ways to define receiver satisfaction and tRer faimess criteria ands(p, s) be the function that defines
most accurate is tbugh eceiver tility. Unfortunately, utility ~our receiver satisfaction for the strategyand the scenarie.
is a theoretical notion that does not allow to compare the utili§ih accurate defition of s is: s + p defines the full knowledge
of two different receivers and give an absolute (i.e. for all reof all parameters that have an influence on receiver satisfaction
ceivers) scale of utility [5]. We measureceiver satisfaction and fairness. Se defines all the parameters without the strat-
as the bandwidth an average receiver seest » be a receiver €9y p. We defines,,..(s) = max, o(p,s) and Bz (s) =

of asources and let(l, ls, . . ., 1) be the path of. links from  max;, B(p,s) We want to find a functiorf'(s) such asv s:
the source tor, then the bandwidth seen by the receives:  0(£'(5),5) = Omar(s) andV st B(F(s),s) = Bpao(s). If
B, =minj—1 1 {Bpor(S, i)} such a functiorF'(s) exists for alls, it means that there exists
With the total number of receiver of all sources we define a pair(£'(s), s) that defines for alk an optimal point for both
themean bandwidth: receiver satisfactiomndfairness Feldman [5] shows thae-

ceiver satisfactioms inconsistent witfairnes¢, which means
1 & it is impossible to find such a functidfi(s) that defines an op-
B = R Z By @) timal point for bothreceiver satisfactioandfairnessfor all s.
r=1 So we can not give a general mathematical criteria to decide
which bandwidth allocation strategy is the best. Moreover in

In [6] a global measure for the throughput delivered via th ke ! X , :
whole network is defined as the sum of the mean throughp‘iﬁ'lOSt,Of the cases it is impossible to find an optimal point for
othB ande.

over all the flows. In the global throughput measure, it is po?— . . ,
sible to weight multicast flows with a factdt?, where R is Therefore we evaluate the allocation policies with respect
the number of receivers arid< y < 1. To the best of the 1© the tradeoff betweereceiver satisfactiomndfairness Of

authors knowledge, the approach in [6] is the only one takirfgPUrse we can define criteria that can apply in our scenarios, for
into account the number oéceivers of a miticast flow. While ~ instance, strategyt is better than strategi if 74 < L f and
Ba

the approach in [6] takes into account the numbereogivers 52 > Is whereL [ is the maximum loss diirnessaccepted
to measure the global network throughput our approach is difer strategy4 and/s is the minimum increase oéceiver sat-
ferent in three aspects: First, we take the number of receivasfactionfor strategyA. But the choice of.f and/s needs a
into account for thallocationof the bandwidth on links. Sec- fine tuning and seems to us pretty artificial.
ond, we measureeceiver satisfaction with respect to all re- In fact, for our study the behavior of the three strategies is
ceivers, not just the ones of a single group. Last, we usesa different that the evaluation of the tradeoff betweseiver
policy (LogRD) that weights multicast flows in the allocationsatisfactiorandfairnessdoes not lead to confusion.
with the logarithm of the number of receivers.

1l ANALYTICAL STUDY

Fairness ' . . o
We first compare the three bandwidth allocation policies

For inter-receiver fairness several measures EXiSt, inCIUdilﬂg)m Section Il for a basic network top0|ogy in order to gain
product measure [7], and the fairness index[8], for a discussi@@me insight in their behavior. In Section IV we study the poli-

of the different measures see [9]. cies for random network topologies.
In [6] inter-receiver fairness is defined for a singleltinast

flow as the sum of the receiver'silities, where utility is high- - star Topology
est around the fair share. Due to the ic&gies coming with the
utility function we do not consider a utility function and con- s ; . ) )
sider a fairness measure that takes into accouneediivers of Nk bandwujth(] with a'smgle multicast flow withn down-
all flows. stream receivers, see Fig. 2.

We decided to use the standard deviation of the bandwidth With theRI strategy the bandwidth share of the linkis:C

among receivers to be the measure of choice for inter-receif@ Poth, a unicas} and a multicast flow. ThaRD strategy
gives a share of——C to each unicast flow and a share of

We consider the case, whérenicast flows need to share the

fairness.
s o O to the multicast flow. TheogRDstrategy results in a
1 _ . 1 . 14+lnm
o=\ g Z(B — B,)? 2) bandwidth qu(,“ for a unicast flow an (i) C
r=1 for the multicast flow.

3While there are other criteria to measure satisfaction such as delay or jitter, bandwidth *In a mathematical economic language we can say that Pareto tiftisimconsistent
is a measure of interest to the largest number of applications. with fairness criteria [5].



SU : Unicast source
Ry : Unicast receiver
Sy Multicast source
R M : Multicast receiver

Fig. 2: One multicast flow andl unicast flows over a single

link.
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size of the multicast group

much higher than the number of unicasts£ 10). We see
in Fig. 3 that the mean bandwidth f&inRD and LogRD s
increasing to multiples of the bandwidthf.

Surprisingly, we will observe nearly the same results in Sec-
tion IV-C where we examine the three policies on a large ran-
dom network. This indicates that the simple Star model with a
single link can serve as a model for large networks.

We now briefly investigate the fairness among the receivers
for the different allocation strategies and leave a more exhaus-
tive examination to Section IV-C. With the Star model, all
unicast receivers see the same bandwidth and dticast re-
ceivers see the same bandwidth. Between unicast receivers and
multicast receivers no difference exists for Riestrategy. For
theLinRD strategy a multicast receiver receivesimes more
bandwidth than a unicast receiver and for thigyRD strategy
a multicast receiver receivgs$ + In m) times more bandwidth
than a unicast receiver.

The high bandwidth gains of tHenRD strategy result in a
high unfairness for the average (unicast and multicast) receiver.
For LogRDthe repartitioning of the link bandwidth between
unicast and multicast receivers is less unequal than in the case
of LinRD, but still more pronounced then f&l.

We can conclude that among the three strategiggRD
meets best the tradeoff between receivers satisfaction and fair-
ness.

IV  SIMULATION

We now study the allocation strategies on network topolo-
gies that are richer in connectivity.

The generation of realistic network topologies is subject of
active research ([10, 11, 12, 13]). It is commonly agreed that
hierarchical topologies better represent a real Internetwork than

Fig. 3: Normalized mean bandwidth for the Star topology as @o flat topologies. We ustiers  ([11]) to create hierarchical

function of the sizen of the multicast groupt0 unicasts.

The mean receiver bandwidths over all receivers (unicast an

multicast) for the three policies are:

_ C
Bri 1
_ k+ m?
BlmRD = m
_ k+m(l+Inm)
Biogrp

(k+m)(k+1+4+1Inm)

topologies consisting of three levels: WAN, MAN, and LAN
that aim to model the structure of the Internet topology [11].
dFor details about the network generation witrs  and
the used parameters the reader is referred to Appendix A.

IV-A  Unicast Flows Only

Our first simulation aims to determine the right number of
unicast flows to define a meaningful unicast environment. We
start with our random topologyTand we add at random loca-
tions of the LAN-leaves unicast senders and unicast receivers.
The number of unicast flows ranges from 50 to 4000 unicast
flows. Each simulation is repeated five times and averages are
taken over the five repetitions. Confidence intervals are given

By comparing the equations for any number of multicast rSor 95%.

ceivers,m > 1, and any number of unicast flows> 1 we

obtain: ) ) )
Biinrp > Biogrp > Brr

We see in Fig. 4 that the 3 allocation policies give the same
allocation. Indeed there are only unicasts flows and the dif-
ferences of behavior between the policies depend only on the

The receiver—dependent bandwidth allocation strategiasumber of receivers downstream a link for a flow. Here the

LinRD andLogRD, outperform the receiver—independent strathumber of receivers is always one.

egyRI by providing a higher bandwidth to an average receiver. For a small number of unicast flows we have high standard

This is shown in Fig. 3, where the mean bandwidths are nodeviation (Fig. 4) since there are few unicast flows with respect

malized byBgr, in which case the values depicted express thi the network size, the random locations of the unicast hosts

bandwidth gain of any policy overl. have a great impact on the bandwidth. The number of LANs
We turn our attention to the case where the number of muh our topology is 180. So 180 unicast flows lead on average

ticast receivers is increasing:(= 1,...,100), and becomes to one receiver per LAN. A number of unicast flows chosen



Standard deviation with confidence interval (95%) up to 6000 eceivers. This experiment shows the impact of the
‘ ‘ : group size on the bandwidth allocated to the receiverder

I — RI | the three allocation strategies. This simulation is repeated five
25 LinRD

---- LogRD

times and averages are taken over the five repetitions.

Multiple multicast groups

We did two experiments with multiple multicast groups. In
the first one we add to the 2000 unicast sessions multiple multi-
cast groups of the same size= 100. In a second experiment
we add to the 2000 unicast sessions multiple multicast groups
of the same sizen = 20, this experiment aims to model small
o 1000 2000 3000 2000 conferencing groups. These experiments lead to a conclusion

number of unicast flows that does not significantly differ (for the purpose of this paper)
from the single multicast group experiment. Due to space lim-
Fig. 4: Standard deviation of all receivers for an increasingations, we cannot present the results for these experiments.
number of unicast flowsg; = [50, ..., 4000]

IV-C  Single Multicast Group

. We add a multicast session and vary the size of this session
too small on a large network, results in links shared only by .

o rom 1 to 6000 eceivers. There are 70 hosts on each LAN, the
small number of flows. The statistical measure becomes mean- : . ;
. - : number of potential senders and receivers is theréf2é80.
ingless. When the network is lightly loaded adding one flow . ; . .

; , In this section we simulate small groups sizes (=
can heavily change the bandwidth allocated to other flows al ;
S . ; , ..., 100]), then large groups sizesn( = [100, ..., 3000]),
there is high heterogeneity in the bandwidth seen by the 'Snd finally evaluate the asymptotic behavior of our policies
ceivers. On the other hand, for 1800 unicast flows, the mean Y ymp P

number of receivers per LAN is 10, so the heterogeneity d g = [3000, ... 6000.])' The .asympt(.)tlc'cas.e does not aim to
AR : : model a real scenario, but gives an indication about the behav-
to the random distribution of the pairs sendeceiver does not

lead to high standard deviation. According to Fig. 4 we chosg" of our policies in extreme cases. While 6000 multicast re-

. . : . . ceivers seems over-sized compared to the 2000 unicast flows,
our unicast environment with 2000 unicast flows to obtain a loy - . o
. : . . is case gives a good indication about the robustness of the
bias due to the random location of the pairs sendeeirer.

policies. For ease of reading, we display the plots with a loga-
rithmic x-axis.
. ] . . Fig. 5(a) shows that the average user receives more band-
For our simulation we proceed as follows: 2000 unicast \igth when the allocation depends on the number of receivers.
sources and 2000 unicasteivers are chosen and@om loca- A significant difference between the allocation strategies ap-
tions among the hosts. ii) One multicast sourcend. , 6000 pears for a group sizex greater than 100. For small group
receivers are chosen ahidom locations. Depending on the ex-gjzes, unicast flows determine (due to the high amount of uni-
periment, this may be repeated several times to obtain seveggkt receivers compared to lticast receivers) the mean band-
multicast trees, each with a single source and the same NUiyth. We claim that receiver-dependent policies increase re-
ber of receiversiii) We use shortest path routing [14] throughceiver satisfaction.
the network to connect the 2000 unicast sousseiver pairs A more accurate analysis needs to digtiish between uni-
and to build the source-receivers lticast tree [15]. As rout- cast and multicast receivers. Due to space limitations we do
ing metric, the length of the link as generatedtirs is ot give a plot for the mean bandwidth of the unicast receivers.
used. iv) For every network link, the number of flows throughrpis plot is very simple: the mean bandwidth for thé and
the link is calculated. By tracing back the paths from the r&he Log RD policies remains constant, aroud@) £ b/ s, with
ceivers to the source, the number of receivers downstreamcﬁangingm, whereas the mean bandwidth fbin RD policy

determined for each flow on every link. v) At each link usingg the same than the one fétI until m = 100 then starts
the information about the number of flows and the number Qfecreasing toward zero (for = 6000, B = 100Kb/s for

receivers downstream, the bandwidth for each flow traversing;, r ).

thatlink is allocated via one of the three strategRELINRD,  Muylticast receivers are rewarded with a higher bandwidth
andLogRD vi) In order to determine the bandwidth receivedr ysing multicast as the comparison of the mean bandwidth
by each receiver, the minimum bandwidth (see (1)) allocatgdr unicast receivers and the mean bandwidth foltivast re-

on all the links of the path from source to receiver is taken assivers shows (Fig. 6). This is not surprising as our policies

IV-B  Simulation Setups

the bandwidth3, seen by that receiver. ~ aim to reward using multicast. Moreover, the increase in band-
The 'result of thg simulation g|veB'for the three .bandW|dth width for multicast receivers leads to an significant decrease of
allocation strategies. We conduct different experiments. bandwidth for unicast receivers for tfién RD policy whereas

it leads to a negligible loss of bandwidth for theg R D policy
even in the asymptotic case. In conclusion, thg R D policy

In Section IV-C we add one multicast group to the 2000 unis the only policy among our policies that leads to a signifi-
cast flows. The size of the multicast group increases fromdant increase of receiver satisfaction for the averagkicast

Single multicast group



Mean bandwidth with confidence interval (95%)

Mean bandwidth with confidence interval (95%) 8
10 ; . :
Rl T — RI
8 LinRD 6 | [mRD
--- LogRD o5l 9
£ 5
56 Zaf
g :
c o2k
g4 ¥
2,
2r P - 1+
0 L I - L 0 0 1 ‘ 2 ‘ 3
0 1 2 3 10 0 10 10
10 10 10 10 size of the multicast group
size of the multicast group
, Fig. 6: Mean bandwidth of multicast receivers with confi-
(a) Mean bandwidth. . 0 . . . .
dence interval (95%) for an increasing multicast group size
m = [1,...,6000], k = 2000, M = 1.
Standard deviation with confidence interval (95%)
4 ' ' ' Standard deviation with confidence interval (95%)
35/ | — R 4 ‘
3l LinRD 3.5t — RI
--- LogRD LinRD
2.5, ’,“ 37 - LOgRD
b 2 2.5¢
1.5 ° 2
1t ! '/,‘//w”““” ] 1.5}
NEPURPURE S L T
0.5 ] L
0 0 ‘ 1 : 2 : 3 05
10 10 10 10 0 . . .
size of the multicast group 10° 10t 102 10°

size of the multicast group
(b) Standard deviation.
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Fig. 5: Mean bandwidth and standard deviation of all receivegence interval (95%) for an increasing multicast group size
for an increasing multicast group size = [1,...,6000], k = "~ [1,...,6000], k = 2000, M = 1.
2000, M = 1.

bandwidth. As the group size increases further, multicast flows

are allocated more bandwidth due to an increasing number of
receiver, wihout affecting theeceiver satisfaction for the av- receivers downstream. Therefore the standard deviation de-
erage unicast receiver. creases with the number of receivers. In the asymptotic part,

The standard deviation for the average user increases witte standard deviation for tHanRD policy decreases faster

the size of the multicast group for the receiver—dependent pothan for theLogRD policy since as the number of receivers
cies (Fig. 5(b)). This unfairness is caused by the differendacreases, the amount of bandwidth allocated to the multicast
of the lower bandwidth received by the unicast receivers comeceivers approaches the maximum bandwidth (the bandwidth
pared to the higher bandwidth of a multicast receivers (Fig. 60f a LAN), see Fig. 6. Therefore all the receivers see a high
The receiver—dependent curves totend to flatten for large bandwidth near the maximum, which leads to low standard de-
group size, since the multicast receivers determine (due to theiation. Another interesting observation is that the multicast
large number) the standard deviation over all the receivers. Dteceivers among each other have a higher heterogeneity in the
to space limitations we do not give a plot for the standard dewieceived bandwidth than have the unicast receivers (Fig. 7). A
ation of the unicast receivers. The standard deviation for urfiew bottlenecks are sufficient to split the multicasteivers in
cast receivers is independent of theltimast group size and large subgroups with significant differences in bandwidth allo-
of the policies. For a small increasing group size fairness firsation that subsequently result in a higher standard deviation.
becomes worse among multicast receivers, as indicated by thar the 2000 unicaseceivers, the same number oftthenecks
increasing standard deviation in Fig. 7. The sparse multicesffects only a few receivers.
receiver sting results in a high heterogeneity of the allocated The standard deviation over all the receivers hides extreme



Minimum bandwidth with confidence interval (95%) ferent bandwidth allocation policies.

- RI V PRACTICAL ASPECTS
0.8 ll:ggRRDD | Up to now the advantages of using the number of down-
stream receivers were discussed. Keeping the number of re-
éo.e ceivers in network nodes has a certain cost but has other bene-
?504 “ e " fits that Iarqely OUtWEIghthI'S cost.. |
< o Establishment of a valid business model for multicast
Multicast saves bandwidth and is currently not used by
0.2 network operators. The lack of a valid charging model
contributes to this [16]. By keeping the number of re-
(1)00 161 1‘02 163 ‘ ceivers in network nodes different charging models for
size of the multicast group multicast can be applied—also charging models that in-

clude the number of receivers.

Fig. 8: Minimum bandwidth with confidence interval (95%) ¢ Feedback implosion avoidanceGiven the number of re-
of the unicast receivers for an increasingltiast group size ceivers is known in the network nodes, the distributed pro-
m =[1,...,6000], k = 2000, M = 1. cess of feedback accumulation [17], or feedback filtering

in network nodes becomes possible and has a condition to
terminate upon. If a node knows the numberexdfaivers

_ _ . downstream, it knows the number of feedback messages
behavior of isolated receivers. To complete our study, we mea- it has to collect.

sure the minimum bandwidth, which gives an indication about ) o ]
the worst case seen by any receivers. The minimum bandwidthAnOther important question is how to introduce our strategy
over all the receivers is dictated by the minimum bandwidti & real network Wlthout starvmg unicast flows. In section IV
over theunicastreceivers (we give only one plot, Fig. 8). As theWe Show that even in asymptotic cases thg/ RD strategy
size of the multicast group increases the minimum bandwidfP€s not starve unicast flows, but we do not have a hard guar-
for the LinRD policy dramatically decreases, whereas thantee gbout the bandwidth aIIocatgd to u'nloaselyers.. In fact .
minimum bandwidth for the.og RD policy remains close to W€ devise our strategy to be ysed ina h|¢rarch|cgl link sharing
the minimum bandwidth for th& policy even in the asymp- scheme (see .[18], [19] for h|e'rar(':h|cal link sharing models).
totic part of the curve. We can point out another interestinghe_'dea is to introduce our policy in the general scheduler [18]
result: the minimum bandwidth for thg! policy stays con- (for instance we can configure the weight of a GPS [20], [21]
stant even for very large group sizes; thaRD policy, that schgdgler Wlth our polllcy. to achleve our goal), and to fit an
simulates the bandwidth that would be used by unicast if wadministrative constraint in the link shgrlng s'cheduler (for in-
replace the multicast flow by an equivalent number of unica§f@nce we guarantee that unicast traffic receives at least 5% of
flows, heavily decreases toward zero. Therefore we note tHe link bandwidth). Moreover in [22] the authors show that
positive impact of multicast with the bandwidth allocated, ané} IS Possible to integrate efficiently a mechanism like HWFQ
we claim that the use of multicagteatly improves the worst ([19]) inagigabitrouter, and WFQ is already available in many
case bandwidth allocatiorThe minimum bandwidth increases ©f the recent routers [23].
for multicastreceivers with the size of the rticast group for
the receiver dependent policies (we do not give the plot of the
minumum bandwidth for the multicast receivers). In conclu- If we want to introduce multicast in the Internet we need to
sion, theLin RD policy leads to important degradation of thegive an incentive to use it. We propose a simple mechanism that
fairness when the multicast group size increases, whereas thkes into account the number aceivers downstream. Our
LogRD policy always remains close to th&/ policy. proposal does not starve unicast flows and greatly increases
For RI we see that the increase in the multicast group sizaulticast receiver satisfaction.
does not influence the average user satisfaction (Fig. 5(a)),We defined three different bandwidth allocation strategies as
nor the fairness among different receivers (Fig. 5(b)). Alsayell as criteria to compare these strategies. We compared the
the difference between unicast and multicast receivers is nihree strategies analytically and through simulations. Analyt-
nor concerning the bandwidth both received (Fig. 6), and theally, we studied a simple star topology. We showed that the
unfairness (Fig. 7). Thd.ogRD policy is the only policy LogRD policy always leads to the best tradeoff between re-
among our policies that significantly increases receiver satiseiver satisfaction and fairness. The striking similarities be-
faction (Fig. 5(a)), keeps fairness close to the one ofRlie tween the analytical study and the simulations confirm that we
policy (Fig. 5(b)), and does not starve unicast flows, even inad chosen a good model.
asymptotic cases (Fig. 8). To simulate real networks we defined a large topology con-
Finally, one also should note the similarity between Fig. 5(a9isting of WANsS, MANSs, and LANs . In a first round of ex-
obtained by simulation for a large network and Fig. 3 obtainegeriments we determined the right number of unicast receivers.
by analysis of the star topology. This suggests that the stéfe studied the introduction of multicast in a unicast environ-
topology is a good model to study the impact of the three difment with three different bandwidth allocation policies. The
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aim was to understand the impact of multicast in a real Inter- UK, November 1996, ,EEE.
net. We showed that: allocating link bandwidth dependent di2] Ellen W. Zegura, Ken Calvert, and S. Bhattacharjee,
the flows’ number of receivers downstream results in a higher  “How to model an internetwork,” itnfocom '96 March

receiver satisfaction: thHegRDpolicy provides the best trade- 1996.

off between the receiver satisfaction and the fairness amofi3] Ellen W. Zegura, Kenneth Calvert, and M. Jeff Donahoo,
receivers. Indeed théogRD policy always leads to higher “A quantitative comparison of graph-based models for in-
receiver satisfaction than the/ policy for roughly the same ternet topology,” IEEE/ACM Transactions on Network-
fairness, whereas thein RD policy leads to higher receiver ing, vol. 5, no. 6, Decembet997.

satisfaction too, however at the expense of unacceptable d&4] T. H. Cormen, C. E. Leiserson, and R. L. Rivestro-
crease of fairness. duction to AlgorithmsThe MIT Press, 1990.

There are several open questions: Do we need to implemghs] M. Doar and I. Leslie, “How bad is m@ multicast rout-
our mechanism in every network node, or is it possible to intro-  ing,” in Proceedings of IEEE INFOCOM’93993, vol. 1,
duce it only in a subset of well chosen nodes? Are there better pp. 82—-89.
classes of policies than thievg RD policy? These questions [16] R. Comerford, “State of the internet: Roundtable 4.0,

will be addressed in future work. IEEE Spectrumvol. 35, no. 10, October 1998.
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