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Abstract—Using multicast delivery to multiple receivers reduces the ag-  Despite the widespread deployment of multicast capable net-
gfel_gate ?a”dW;]d:h fe,qUirfef_" fron:/gr]?n ”ﬁit(‘:“;f;ftki :?\r:tpaéfsv itgeIIJSigg llionigzsitn works, multicast is rarely provided as a service and network
tr?eerigngt.ee(l)(:ne reeC:s“cl)?l is tr?gvlick ofil:lcentive to usgmultica)sltdeﬁ)ivgry. To prOVIderS keep the mUItI_CaSt de"VerY option '_n their _rOUterS
encourage the use of multicast delivery, we define a new bandwidth alloca- turned off. However, multicast results in bandwidth savings for
tion policy, called LogRD, taking into account the number of downstream the ISPs and allows the deployment of new services like au-
receivers. This policy gives more bandwidth to a multicast flow as com- i \ideo broadcast. Several reasons contribute to the unavail-
pared to a unicast flow that shares the same bottleneck, however without . . . . .
starving the unicast flows. TheLogRD policy provides also an answer to  ability of multicast; multicast address allocation, security, net-
the question on how to treat a multicast flow compared to a unicast flow work management, billing, lack of congestion control, lack of
sha\llcggi;Cisi?rgzbt?ltrtelingg:\.dwidth allocation policies for multicast flows an incentive to use multicast are among the reasons that slow
and evaluate ?heir impact on both receiver satii)sfaction and fairness using dpwn the deployment of mu!tlcaSt (see [8] fora de,ta”ed dlsgus-

a simple analytical study and a comprehensive set of simulations. The pol- Sion about the deployment issues for the IP multicast service).
icy that allocates the available bandwidth as a logarithmic function of the  |n this paper, we address how to increase the incentive to use
g;”;gﬁ:/é’;ﬁgi'e‘ﬁ; Csjg‘t’ivsr;téﬁgra%?;r?]‘jetgg_”ec" achieves the best trade- ), ticast from the receiver's point of view. It could be argued

Keywords—Unicast, Multicast, Bandwidth Allocation Policies. thgt as mu]tlcast consumes less resources than unicast, a service

using multicast should be charged less than the same service us-
ing unicast. However, as multicast is expensive to be deployed
and probably more expensive to be managed (group manage-

There is an increasing number of applications such as saftent, pricing, security, etc.) than unicast, it is not clear whether
ware distribution, audio/video conferences, and audio/vidagprovider will charge less for multicast than for unicast. As
broadcasts where data is destined to multipteivers. During discussed by Diot [8], multicast is only cost-effective for an ISP
the last decade, niticast routing and multicast delivery havewhen it results in significant bandwidth savings. Indeed, as mul-
evolved from being a pure research topic [7] to being expetieast is significantly more expensive than unicast, it is most of
mentally deployed in the MBONE [11] to being supported bthe time worthwhile to support small groups with unicast. We
major router manufacturers and offered as a service by sob@ieve that the main incentive for a provider to use multicast is
ISPs. As a result, the Internet is becoming increasingly multkat multicast enables the deployment of new services that scale
cast capable. Multicast routing establishdgea that connects with a large number of receivers, for example audio and video
the source with the receivers. The Itizast tree is rooted at the broadcast.
sender and the leaves are the receiverdtibast delivery sends  The problem of providing receivers with an incentive to use
data across this tree towards the receiversopgygosed to unicast multicast is very difficult. In general, users want high satisfac-
delivery, data is not copied at the source, but is copied inside tien, but do not care whether the provider uses unicast or multi-
network at branch points of the multicast distribution tree. Tleast to deliver the content. The argument that multicast allows
fact that only asingle copyof data is sent over a link that leadsapplications to scale with a large number of receivers is not a
to multiple receivers results in a bandwidth gain of lticast good argument for a useebause it does not change the user’s
over unicast whenever a sender needs to send simultaneous$atisfaction, except if the service cannot be provided without
multiple receivers. GiverR receivers, themulticast gain for multicast due to a very large number of receivers. If we give
the network is defined as the ratio of unicast bandwidth costrtere bandwidth to multicast, a multicast user will experience a
multicast bandwidth cost, where bandwidth cost is the produggher satisfaction than a unicast user which results in an incen-
of the delivery cost of one packet on one link and the nhumbigve to use multicast.
of links the packet traverses from the sender tohmeceivers ~ We saw that it is not easy to establish precisely who bene-
for a particular transmission (unicast or multicast). In case fifs how much from multicast. However, we saw that multicast
shortest path unicast and multicast routing between source afidws to deploy new services. Therefore, it is very important
receivers, the niticast gain for the model of a full o-ary multi- to give a receiver-incentive to use fticast in order to give to
cast tree i& log,(R) - 72 - =L. Even for random networks the receivers an indisputable benefit to usetivast. We want
and multicast trees different from the idealized full o-ary treép give an incentive to use multicast by rewarding the multicast
the multicast gain is largely determined by the logarithm of thgain in the network to the receivers; at the same time we want
number of receivers [22], [25]. to treaf unicast traffic fairly relative to multicast traffic. The

I. INTRODUCTION

I'See section IlI-A for some insights on the multicast gain and appendix A for? The problem of treating fairly unicast and multicast traffics is related to the
a rigorous proof of the results. more general question of how multicast flows should be treated in comparison



two motivations for increasing the bandwidth share for multget all the available bandwidth.
cast compared to unicast are: First, to give a receiver-incentiveHowever, in order to make the evaluation of the model more
to use multicast; Second, to favor multicast due to its signifiactable, we make two simplifications concerning the traffic: i)
cant bandwidth saving. We believe that the second point cArconstant bit rate traffic for every flow. ii) No arriving or de-
be highly controversial. It does not seem fair to give the sarparting flows. Simplification i) means that we do not consider
amount of bandwidth to a flow serving oneceiver and to an- the throughput variations of a flow, for instance, due to con-
other one serving ten milliongceivers. However, the notion ofgestion control. Therefore, the sources immediately get all the
fairness is subjective and debatable. available bandwidth. Simplification ii) means that we do not

We investigate bandwidth allocation policies that allocate tleensider the dynamics of the flows, for instance, in the case of
bandwidth locally at each single link to unicast andlticast Web traffic (multiple arriving and departing flows to get a web
traffic, and we evaluate globally the bandwidth perceived by tpage). As we consider a static scenario, the sources remain sta-
receivers. For three different bandwidth allocation policies, wse at the optimal rate. These simplifications are useful to elimi-
examine the case where a unicast network is augmented withate all side effects and interferences due to dynamic scenarios.
multicast delivery service and evaluate the receiver satisfactde do not claim our model to take into account the dynamics of
and the fairness among receivers. the real Internet, but to provide a snapshot. Ata given momentin

The rest of the paper is organized as follows. In Section Il viene, we evaluate the impact of different bandwidth allocation
present the three bandwidth allocation strategies, and introdpodicies for a given scenario. Adding dynamics to our model
the model and the assumptions for their comparison. In Seeuld not improve our study, but simply adds complexity in the
tion 1l we give some insights into the multicast gain, and wevaluation of the bandwidth allocation policies. Indeed, the dy-
analytically study the strategies for simple network topologiesamics is not related to the bandwidth allocation policies, but
In Section IV we show the effect of different bandwidth allocao the ability of the sources to get the available bandwidth. The
tion policies on a hierarchical network topology. In Section ¥npact of the dynamics of the flows on the bandwidth allocation
we discuss the practical issues of our strategies, and Sectiorp¥licies is, however, an avenue for future research.
concludes the paper.

B. Bandwidth Allocation Strategies
Il. MoDEL We present three bandwidth allocation policies. It is impor-
A. Assumptions tant to us to employ the bandwidth-efficient multicast without
. . . starving unicast traffic and to give at the same time an incentive
We examine, in this paper, how to best allocate the bang- . . : ) .
width of a link between competing unicast and multicast tr;gr receivers to ennect yla multicast, rather than via unicast.
fic. We consider scenarios with a given numibeof unicast ur objectlve. is twofpld. Qn one hand we want to increase the
sources, a given numben of multicast sources, a diﬁeremaverage receiver satlsfaptlon, on thg other hand, we want to as-
! ' sure a fairness among different receivers.

number M of receivers per miticast source, and a different We assume a network of nodes connected via links. At the
bandwidthC' for each network link to be allocated among th% - . I,
eginning, we assume every network lirtkas a link bandwidth

source-d.estlnatlon(s) pairs. . . 1. We compare three different strategies for allocating the link
For this study, we make several assumptions and simplifi

cations. The assumptions are: i) Knowledge in every n f_SmdwidthC, to the flows flowing across link Let n; be the
) P ' ge 1 1Y Neimber of flows over a link Each of the flows originates at a
work node about every flows; through an outgoing link.

- ) sourceS;, 7 € {1,...,n;}. We say that a receiveris down-
Ii) Knowledge in every network node about the number of "Stream of link { if the data sent from the source to receives

(I:E?::Zﬁrflic(igi ié)r;OElrkfilr? Wtiierggﬁzexsd¥;1a;{:)8;tzgﬁl?r?d“edkelr:gen ) ransmitted across link Then, for a flow originating at source
9 P 5, R(S;, 1) denotes theumber of receivers that are down-

A particular receiver sees the bandwidth that is the minimupd’

. : ) . stream of link {. For an allocation policy, B, (S;, ) denotes
bandwidth of all the bandwidth allocations on the links fro e bandwidth shared of linkallocated to the receivers of

the source to this receiver. iv) The sources have the capa I+ are downstream of

ity to send through different bottlenecks via a cumulative lay- The three bandwidth allocation strategies for the bandwidth
ered transmission [21], [20]. For receivers of the sam#ioast of a single linki are:

delivery, t'he (bottleneck) bandW|dth seen by dlﬁersa.ualvers . Receiver Independent (RI):Bandwidth is allocated in equal
may be different. In fact, each receiver sees the maximum avail

. Shares among all flows through a link — independent of the num-
able bandwidth on the path between the source and the FECEINET of receivers downstream. At a linkeach flow is allocated

These assumptions are not restrictive in the sense that the)f share:
not simplify or limit the model. Indeed, i) and ii) are mandatory '
for per-flow bandwidth allocation with respect to the number
of receivers. Weakening assumption ii) to require only, for in-
stance, the knowledge in some network nodes about roughly the

number of receivers per flow reached via an outgoing link, is'g'€ motivation for this strategy is: th&! strategy does not

area for future research. Assumption iii) simply considers if€Preésent any changes in the current bandwidth allocation pol-

dependent nodes, and iv) guarantees that the sources are ajf/tol NS allocation policy weighs multicast and unicast traffic

equally. We consider this policy as the benchmark against which
to a unicast flow sharing the same bottleneck. we compare the other two policies.

1
Bri(Si,1) = n_lCl



+ Linear Receiver Dependent (LinRD): The share of band-  For link 1, the available bandwidth’; is allocated as fol-
width of link / allocated to a particular flow; depends linearly lows: Since B(S;,1) = 3 and R(S2,1) = 3, we get
on the number of receivetB(S;, ) that are downstream of link Br;nzrp(S1,1) = Brinrp(S2,1) = %Cl = 0.5C4. For

l: link 4, we haveR(S:,4) = 2 andR(S2,4) = 1. Therefore we
Brinrp(Si,1) = _ RS Cy get BLinrp(S1,4) = 2Cy and Brinrp(S2,4) = £C4. Given
’ >oily R(S;, 1) these bandwidth allocations, the bandwidth seen by a particular

receiverr is the bandwidth of the bottleneck link on the path

The motivation fpr this strategy is: glveﬁ receivers fors; from the source t@. For example, the bandwidth seen by re-
downstream of link, the absence of multicast forces the sep-

. . ) . iverR? ismin(1Cy, 2Cy4, 2C%).
arate delivery to each of thogereceivers via a separate un'caS%eTr?e}\i/la;vI\I/leHgllzoC;;t 3 g;’né(v’;?c)j th could lead to scenarios where
flow®. For a multicast flow, we allocate a share that corresponggndwidth needs to be reallocated. we call thishbadwidth
to the aggregate bandwidth &f separate unicast flows. :

. Logarithmic R eceiver Dependent (LogRD)The share of reallocation problem Imagine three flows", F5, and F5 with

. . . only one receiver each. The flow§ and F, share a link
bandywdth of link/ allocated to a partlcu.lar streaffy depends of bandwidthC', and flowsF, and Fs share a link< of band-
logarithmically on the number of receiver3(S;,!) that are 2

downstream of link: width % With any of the three policies, the bandwidth allocated
on link[c is & for F; and F, and the bandwidth allocated on
Blogrp(Si 1) = 1+ In &(S:, 1) C link I is < for F, and F5. Therefore,F, cannot use its allo-

ny .
ijl(l +1In R(S;, 1)) cated bandwidﬂ% on link I-. However, as we consider static

I . . . . scenarios with constant bit rate flows, the bandwidth that is not
The motivation for this strategy is: multicast receivers are & ed bvF, cannot be reallocated #,. This is thebandwidth
warded with the multicast gain from the network. The bandb Yo '

width of link [ allocated to a particular flow is, just like thereallocanon problem This problem could adversely impact the

) . L . results of the simulation. One way to solve this problem is to
multicast gain, logarithmic in the number of receivers that aré™ . : : . o

S consider dynamic flows which grab the available bandwidth in
downstream of link:

our thr trateq re representativeslagsesof strate- case of unused bandwidth. This is contrary to the simplifications
u ce stralegies are representatives required by our model. Another way to solve this problem is to

gies. We do not claim that the strategies we pick are the bg tically reallocate the unused bandwidth. However, in case of

representatives of each class. It is not the aim of this paper I | his |
) . nvergen roblems that ar
find the best representative of a class, but to study the trer‘fildgomp ex topology, this leads to convergence problems that are

; nd th f thi r. In fact, we decided to evaluate,
between the classes. One can define numerous classes of s begond the scope of this pape a

ies. We d t claim that fthe th | f stratedi Iee'ach simulation, the amunt of unused bandwidth, and we
gies. YWe do not claim that one ot the Ihree c'asses o STalCQIeR 1%, 4 1h ot there is very little unused bandwidth. Therefore, we

optimal. However, we restrict ourselves to these three strateq| Shot expect the bandwidth reallocation problem to adversely
as we believe these policies shed light on the fundamental 'SSHﬁﬁact the results of our simulations.

that come with the introduction of the number eteivers in the
bandwidth allocation. C. Criteria for Comparing the Strategies
The following example illustrates the bandwidth allocation for
the case of theinear Receiver Dependepblicy. We have two
multicast flows originating a5; and S» with three receivers
each (see Fig. 1).

Our goal is to increase the megteiver satisfactionhow-

ever, not at the detriment d&irness In order to evaluatee-
ceiver satisfactiomndfairness we define two basic measures,
one describing the average user satisfaction, the other one de-
R scribing the fairness among users.

Receiver Satisfaction

There are many ways to define receiver satisfaction and the
most accurate is receivetility. Unfortunately, utility is a the-

S, 3/6=1/2G, : 3 -
- oretical notion that does not allow to compare the utility of
s, 3/6=1/2G, two different receivers and does not give an absolute (i.e. for
all receivers) scale oftility [12]. We measurereceiver sat-
isfaction as the bandwidth an average receiver %edset
Node be a receiver of a source and let(l1,!»,...,{;) be the path
— Redl link of L links from the source to-, then, the bandwidth seen
__ Fows, by the receiver is: B, = minj=,  {B,(S,li)} , p €
_ Flows {RI, LinRD, LogRD}. With the total number of receiver®
S Sourcei of all sources we define threean bandwidth B, as:
H; receiver j of sourcei 1 R
G Capacity of link k B, = = Z;B; . p€{RI, LinRD, LogRD} (1)

Fig. 1. Bandwidth allocation for linear receiver-dependent policy.

“While there are other criteria to measure satisfaction such as delay or jitter,
3We assume shortest path routing in the case of unicast and multicast. ~ bandwidth is a measure of interest to the largest number of applications.



Jiang et al. [17] introduced a global measure for the throughpair (7' (s), s) that defines for alk an optimal point for both
put delivered via the whole network that is defined as the sumreteiver satisfactioandfairness Feldman [12] shows thaie-
the mean throughput over all the flows. For the global througteiver satisfactiois inconsistent witfiairness, which means it
put measure, itis possible to weight multicast flows with a fact@ impossible to find such a functidfi(s) that defines an opti-
R*, whereR is the number of receivers afid< o« < 1. To the mal pointfor bothreceiver satisfactioandfairnessfor all s. So
best of the authors knowledge, the approach of Jiang et al. [\W@ cannot give a general mathematical criteria to decide which
is the only one taking into account the number edgivers of bandwidth allocation strategy is the best. Moreover, in most of
a multicast flow. While their approach takes into account thise cases it is impossible to find an optimal point for bBthnd
number of receivers to measure the global networughput, o.
our approach is different in two aspects: First, we take the num-Therefore, we evaluate the allocation policies with respect
ber of receivers into aount for theallocationof the bandwidth to the tradeoff betweereceiver satisfactiomnd fairness Of
on links and use a policylfog R D) that weights multicast flows course, we can define criteria that can apply in our scenarios, for
in the allocation with the logarithm of the number of receiversnstance, strategyt is better than strategi if Z¢ < L; and
Second, we measuregeiver satisfaction with respect to all re-g_A > I, whereL; is the maximum loss ofairessaccepted

ceivers, not just the ones of a single group. for strategy4 andl, is the minimum increase oéceiver satis-
factionfor strategyA. But, the choice of.; and/, needs a fine
tuning and seems pretty artificial to us.

For inter-receiver fairness, several measures exist, includingReceiver satisfaction and fairness are criteria for comparison
the product measure [2] and the fairness index [16]. For a dikat are meaningful only in the same experiment. It does not
cussion of the different measures see [13]. make sense to compare the satisfaction and the fairness among

Jiang et al. [17] defined inter-receiver fairness for a singtiifferent sets of users. Moreover, it is impossible to define an
multicast flow as the sum of the receivertlities, where utility absolute level in satisfaction and fairness. In particular, it is
is highest around the fair share. Due to the dades coming not trivial to decide whether a certain increase in satisfaction is
with the utility function, we do not consider a utility functionworthwhile when it comes at the price of a decrease in fairness.
and use a fairness measure that takes into accourdcalivers Hopefully, for our study the behavior of the three strategies will
of all flows. be different enough to define distinct operating points. There-

We use the standard deviation of the bandwidth among fere, the evaluation of the tradeoff betweeneiver satisfaction
ceivers to be the measure of choice for inter-receiver fairnessandfairnessdoes not pose any problem.

Fairness

1. ANALYTICAL STUDY

R
1 _
— _ _ r\2 y
TN\ R Z_;(Bp Bp)* p €{RI, LinRD, Log RD} We first give some insights into the multicast gain and the

2) global impact of a local bandwidth allocation policy. A rigorous

The key point with this faimess measure is that we considdcussion of both pointsis given in appendix A and appendix B.
a notion of fairmess independent of the network and of the I§1€N: We compare the three bandwidth allocation policies from
calization of the bottlenecks. Indeeghch receiver has a given>cction !l for basic network topologies in order to gain some
satisfaction. The feeling of fairness for each receiver only glSignts in their behavior. In Section IV we study the policies
pends on the satisfaction of the other receivers, but is indep&-a hierarchical network topology.
dent of any network parameters. For instance, if a receiver haR a
satisfaction lower than all the other receivers, he will feel a high
unfairness even if his low satisfaction is due to a slow modem. We can define the multicast gain in multiple ways aath

We defineideal fairnessas the case where all receivers redefinition may capture very different elements. We restrict our-
ceive the same bandwidth. Fadeal fairness our measure selves to the case of a full o-ary distribution tree with either
o = 0 has its lowest value. In all other cases, the bandwidt&ceivers at the leaves — in this case we model a point-to-point

Insights on Multicast Gain

sharing among receivers is unfair and> 0. network — or with broadcast LANs at the leaves. We consider
one case where the unicast and the multicast cost only depends
Optimality on the number of links (the unlimited bandwidth case) and an-

The question now is how to optimize botéceiver satisfac- other case where the unicast and the multicast cost depends on

tion and faimess For the strategy and the scenaria, let the bandwidth used (the limited bandwidth case).
o(p, s) be the function that defines our faimess criteria and /e define thebandwidth costas the sum of all the band-

B(p, s) be the function that defines our receiver satisfactiofidths consumed on all the links of the tree. We definelitile

An accurate defition of s is: s + p defines the full knowledge €0Stas the sum of all the links used on the tree; we count the

of all parameters that have an influence on receiver satisfactfgne linkn times when the same data are seriimes on this
Jink. Let Cy be the unicast bandwidth/link cost from the sender

and fairness. Se defines all the parameters without the stra . X . )
egy p. We definec,na, (s) = min, o(p, s) and By, (s) = O all of the receivers and;, the multicast bandwidth/link cost
= from the same sender to the same receivers.

max, B(p,s). We want to find a functio (s) such asv s:

o(F(s),s) = Tmaz (8) f':mdv s B(F(s), ) = Bmao(s). |T 5|n terms of mathematical economics we can say that Pareto djtirisa
such a functior¥'(s) exists for alls, it means that there existsinconsistent with fairness criteria [12].



For the bandwidth-unlimited case, every link of the tree has SU : Unicast source

unlimited bandwidth. LeCy andCjs be the link cost for uni- Ry : Unicast receiver
SM : Multicast source

R\ : Multicast receiver

cast and multicast, respectively. We define the multicast gain
as the ratiog—fv’[. If we consider one receiver on each leaf of
the tree, the multicast gain depends logarithmically on the num-
ber of receivers. If we consider one LAN on each leaf of the
tree, the multicast gain depends logarithmically on the number
of LANs and linearly on the number of receivers per LAN (see
appendix A-A for more details).

For the bandwidth-limited case, every link of the tree has a
capacityC'. Let Cy andCyy be the bandwidth cost for unicast
and multicast, respectively. Unfortunately, for the bandwidth-
limited case, the multicast gain definedég makes no sense
because it is smaller than 1 for a large number oftitast re-
ceivers (see appendix A-B for more details). We define another  rig 2 one multicast flow and unicast flows over a single link.
measure that combines the satisfaction and the cost that we call

) . _ global cost
cost per satisfactio B = global satlsfactlonthat tells us how

much bandwidth we invest to get a unit of satisfaction. Now, we In the following, we will see that théin D is a very ag-

define the multicast gain g$52 whereGG By andG By are the gressive policy for unicast flows while tHerg RD policy gives
M

unicast and multicast cost per satisfaction, respectively. If e good resuilts for both the unicast and multicast flows.

consi'der one receiver on each leaf of.the tree, the gairj depeﬁqSComparison of the Bandwidth Allocation Policies
logarithmically on the number of receivers. If we consider one
LAN on each leaf of the miticast tree, the gain depends logaC-1 Star Topology
rithmically on the number of LANs and linearly on the number We consider the case wheteainicast flows need to share the
of receivers per LAN (see appendix A-B for more details).  link bandwidthC' with a single multicast flow withn down-

In conclusion, for both the bandwidth unlimited and limitedtream receivers, see Fig. 2.
case, the multicast gain has a logarithmic trend with the numbeith the RI strategy, the bandwidth share of a Iinkﬂ%(]
of receivers in case of point-to-point networks. Theltisast for both a unicast and a multicast flow. TlénRD strategy
gain has also a logarithmic trend with the number of LANSs, bugives a share of1-C to each unicast flow and a share of
a linear trend with the number of receivers per LAN. Therefor%(] to the multicast flow. Thd.og RD strategy results in a

with a small number of receivers per LANs theltizast gain is  pandwidth of ——+—C for a unicast flow and-_1+am_ ¢
logarithmic but with a large number of receivers per LANS ther the multicact fow. +(i+inm)

multicast gain is linear. Appendix A gives an analytical proof of The mean receiver bandwidths over all receivers (unicast and
these results. multicast) for the three policies are:

B. Insights on the Global Impact of a Local Bandwidth Alloca- 1 ke C
tion Policy RIT k—i—m;k—i—l ]
In section 1I-B, we suggest thBog RD policy because we & m
want to reward the multicast receivers with theltivast gain. Bringp = 1 Z ¢ + Z _mC
However, it is not clear whether allocating locally the bandwidth k+m\=m+k = m+k
as a logarithmic function of the number of downstream receivers k + m?
achieves to reward the multicast receivers with thdticast = ——=C
gain, which is a global notion. .
To clarify this point, we consider a full o-ary tree for the, _ 1 Z C n i C(141nm)
bandwidth-unlimited case when there is one receiver per leaf:"*™” k4 m \ & k+ (1+Inm) < k+ (I +mnm)

We find (see appendix B for a proof) that the policy that rewards

multicast with its gain is thé:n R D policy and not thd.og RD =
policy as expected. If we reward multicast with its real gain us- (k +m)(k + 1 +1Inm)

ing the Lin RD policy, we will give to multicast the bandwidth By comparing the equations for any number of multicast re-

that corresponds tolthe aggregate bandmdtRsfeparatelunl- ceivers,m > 1, and any number of unicast flows > 1 we
cast flows (see section II-B). However, we have to consider t in:

we use multicast in order to save bandwidth. If we allocate to a
multicast flow the same bandwidth than the bandwidth used by
R separate unicast flows, the use of multicast makes no sense ahe receiver-dependent bandwidth allocation strategies,
it does not save bandwidth compared to unicast. Therefore, fgn RD and LogRD, outperform the receiver-independent
warding a multicast flow with its gain (as defined in appendix Agtrategyi ! by providing a higher bandwidth to an average re-
makes no sense. ceiver. This is shown in Fig. 3, where the mean bandwidths are

k+m(l+Inm)

BLinkp > BLogRD > Brr (3



20

Mean bandwidth, Star, C=1, m=60

comes much higher than the number of unicakts:(60). Fig.
3(b) shows that the mean bandwidth fom RD and Log RD is

— RI increasing to multiples of the bandwidth &ff.
o ti”F;DD We saw that the receiver-dependent policies significantly re-
15/ 29 ward multicast receivers and that theén RD policy is better

bandwidth
=
o

than theLog R D policy with respect to the receiver satisfaction.
Now, we have to study the impact of the receiver-dependent
policies on the fairness.

Standard deviation, Star, C=1, k=60

0.4
— RI
B T 0.35( LinRD
--- LogRD
0 v 5 0.3
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number k of unicasts £0.25¢
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. . . £ 0.2
(a) Increasing the numbérof unicasts;60 multicast re- s
ceivers. ©90.15¢
0.1r
Mean bandwidth, Star, C=1, k=60 0.05F
40 - ‘ ‘ o [ e N
35 LinRD 10° 10 10°
--- LogRD size of the multicast group
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Fig. 4. Standard deviation for the Star topology. Increasing thersize-
£ 25¢ 1, ...,200 of the multicast group = 60 unicasts.
520 . o -
§15 The following equations give the standard deviation over all
receivers for the three policies:
10t
5l ; , ; S orr = 0
***** s ENIE k-m
0
0 ! 2 OLinRD = C(m—1)¢
10 10 10 3 _
size of the multicast group (k + m) (k +m 1)
C-lnm k-m
b) Increasing the size: of the multicast group60 uni- OLogRD —
f:a)sts. g groups 9 k+1+Inm\ (k+m)(k+m-1)

Fig. 3. Normalized mean bandwidth for the Star topology. . . .
9 pology By comparing the equations for any number of multicast re-

ceivers,m > 1, and any number of unicast flows > 1 we

normalized byBx;, in which case the values depicted expres¥tain:
the bandwidth gain of any policy ovét!.

Fig. 3(a) shows the mean bandwidth fer = 60 multicast  While theLinRD is the best policy among our three policies
receivers and an increasing number of unicasts1, - --,200. with respect to the receiver satisfaction, it is the worst policy in
The receiver-dependent policiésn D and LogRD show an  terms of fairness. Fig. 4 shows the standard deviatioh fer60
increase in the mean bandwidth when the number of unicagtgcast flows and an increasing multicast grewp= 1, ..., 200.
is small compared to the number of multicast receivers. TReth the Star topology, all unicaseceivers see the same band-
increase with thebog RD policy is less significant than the in-width and all multicast receivers see the same bandwidth. Be-
crease with the.in RD policy since thelLog RD policy gives tween unicast receivers and hicast receivers no difference ex-
less bandwidth to the multicast flow than théx 2D policy for  ists for the RI strategy. For thd.inRD strategy a multicast
the same number of receivers. Ationally, more link band- receijver receivesn times more bandwidth than a unicast re-
width is allocated to the multicast flow than in the case of @iver and for the.og RD strategy a multicast receiver receives
higher number of unicasts, which result in a lower share for + Inm) times more bandwidth than a unicast receiver. The
multicast. With an increasing number of unicasts, the gain efandard deviation for all the receivers is slightly increased with
LinRD andLog RD decreases. the Log RD policy compared to th&T policy, and is more sig-

After assessing the bandwidth gain bfr RD and LogRD nificantly increased with théin R D policy compared to th&/
for a number of unicast receivers higher than the number of mpblicy (see Fig. 4).
ticast receivers, we turn our attention to the case where the numThe high bandwidth gains of thein R DD strategy result in a
ber of multicast receivers is increasing= 1, - - -, 200 and be- high unfairness for the unicast receivers. Eoy R D, the repar-

OLinRD > OLogRD > ORI 4)



SU : Unicast source number of unicast flows. If the number of unicasts equals the

Ry : Unicast receiver number of multicast receivers, = m, then all policies result

g“:ﬂngz’:; in the same average receiver bandwidthCgR2. For all other
cases, withk > 1 andm > 1 we have:

Su Su Ru Brr > BLogRD > BrLinkD k>m
R _ _ —
S c c M . Brinrp > Brogrp > Brr k<m (5)
M
The receiver-dependent policiéggsn RD and LogRD per-
Ru form better than the?/ policy when the size of the multicast
Ru Ry group is larger than the number of unicast sessions. While the
K number of multicast receivers can increase to large numbers and

is only limited by the number of hosts in the network, the num-
ber of unicast crossing traffic is limited by the length of the path
source-receiver. This is shown in Fig. 6, where the mean band-

titioning of the link bandwidth between unicast and multicast rg‘-’.'dths are normalized bﬁm’ n which case the values de-
ceivers is less unequal than in the caséofRD. In summary, p'Ct?d express the bandwidth gain of any policy otét .
the Log RD policy leads to a significant increase in receiver sat- Fig. 6("?‘) shows the mean pandW|dth for = 3.0 multi- .
isfaction, while it introduces only a small decrease in fairnes%e.‘St receivers and an increasing ’?“mbef of unicast Sessions
We can conclude that among the three stratefies: D makes ki=1,...,200. ,A,S the number of unicasts Increases, receiver-
the best tradeoff between receiver satisfaction and fairness. dependent policies becqme worse th’aﬁ.pollcy. F.'g' 6(b)
Surprisingly we will obtain nearly the same results in Sectio?‘hows the mean bandwidth f@r. = 30 umpast receivers aqd
IV-C when we examine the three policies on a large randofn_'Mcreasing 'n'umber of multicast receivers. The receiver-
network. The similarity of the Fig. 3(b), and 4, with the ﬁguregependent policies perform worse than fa policy for small

of Section IV-C indicates that the simple Star topology with E'UIt'CaSt gtLOUFt’) S|3e§att;]ut as tfhe S'Ze.Of ﬂ:je mulélcatst grogp
single shared link can serve as a model for large networks. Increases the bandwidth gain for receiver dependent policies
increases rapidly. In Fig. 6(b), for the multicast group size

C.2 Chain Topology m = 30, the three policies lead to the same mean bandwidth,

i . for the multicast group size» = 50, the Lin RD policy yields
We now study bandwidth allocation for the case where a Myl 4 re than 20% gain over thel policy and thel.og RD pol-

ticast flow is traversing a unicast environment of several Iinlﬁy yields to more than 15% gain over tid policy.
We use a chain topology, as shown in Fig. 5, wherenicast  “\ye see that, concerning the receiver satisfaction, the receiver-
flows need to share the bandwidth with a single multicast ﬂo(‘ﬁépendent policies have a more complex behavior with a chain

Ieading tom receivers. However, the unicast flows QO no'g ShafSpologythan with a star topology. To complete the study of the
bandwidth among each other, @gposed to the previous single.pain topology, we look at the fairness.

shared link case for the star topology. _ The standard deviation over all the receivers for the three poli-
At each link, theR ! strategy allocates |§C for both the uni-

Fig. 5. One multicast flow and unicast flows over a chain of links.

cies is:
cast flow and the multicast flow. Then RD strategy results in
a share ofﬁ(] for the unicast flow ang+ C' for the multi- orr = 0
cast flow. TheLog RD strategy results in a shareg{fn—m(] for _ C(m—1) km
the unicast flow and a share §1}§—$C for the multicast flow. OLinRD = T (k+m)(k+m—1)

The mean receiver bandwidth for the three cases is:

C-lnm [k-m
1 k‘l'mcv_ C OLogRD = k’—l—m—l

24+IlnmVk+m

B = — —=—
i ktm &2 2
) o m o By comparing the equations for any number of multicast re-
— m . . .
Bringp = + . - ceivers,m > 1, and any number of unicast flows > 1 we
k—'—m(;m""l Z_;m'i'l) obtain:
b+ m?2 p OLinRD > OLogRD > ORI (6)
(bt m)(m+1) The Lin RD policy, as for the star topology, has to the worst
k m fairness. Fig. 7 shows the standard deviatiorifer 30 unicast
B ! (Z ¢ +>° C{1+In m)) flows and an increasing multicast group = 1, ...,200. For
LOgRD = _— — g eeey .
k+m \im2+m = 2+km RI, unicast receivers and fticast receivers obtain the same
k4+m-+m-Ilnm share, forLin RD a multicast receiver receives times more
- (k+m)(2 + Inm) bandwidth than a unicast receiver and forg 2D a multicast

receiver receive$l + Iln m) times more bandwidth than a uni-
The strategy with the highest mean bandwidth depends acast receiver. As the niticast session siza: increases, the uni-
the relation between the number of multicast receivers and tteest flows get less bandwidth under thi& R D and thel.og RD
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the multicast group fok = 30 unicasts.

two policies is smaller that with th&tar topology (compare
Fig. 7 and Fig. 4).

We conclude that among the three strategied.thgr D strat-
egy achieves for large group sizes the best compromise between
receiver satisfaction and fairness. However, for@haintopol-
ogy the superiority of théog R D policy is not as obvious as for
the Startopology.

This simple analytical study allowed to identify some princi-
pal trends in the allocation behavior of the three strategies stud-
ied. TheLogRD policy seems to be the best compromise be-
tween receiver satisfaction and fairness. To deepen the insight
gained with our analytical study, we will study the three strate-
gies via simulation on a large hierarchical topology.

IV. SIMULATION

We now examine the allocation strategies on network topolo-
gies that are richer in connectivity. The generation of realistic
network topologies is subject of active research [3], [10], [26],
[27]. It is commonly agreed that hierarchical topologies better
represent a real Internetwork than do flat topologies. We use
tiers [10] to create hierarchical topologies consisting of three
levels: WAN, MAN, and LAN that aim to model the structure of
the Internet topology [10]. For details about the network gener-
ation withtiers  and the used parameters the reader is referred
to Appendix C.

A. Unicast Flows Only

Our first simulation aims to determine the right number of
unicast flows to define a meaningful unicast environment. We
start with our random topolog®Tand add at random locations
of the LAN-leaves unicast senders and unicast receivers. The
number of unicast flows ranges from 50 to 4000. Each simula-
tion is repeated five times and averages are taken over the five
repetitions. We compute faach plo©5% confidence intervals.

First of all, we see in Fig. 8 that the 3 allocation policies give
the same allocation. Indeed, there are only unicast flows and
the differences of behavior between the policies depend only on
the number of receivers downstream a link for a flow, which is
always one in this example.

Secondly, the mean bandwidth (Fig. 8(a)) decreases as the
number of unicast flows increases. An added unicast flows de-
creases the average share. For instance, if we take one link of
capacityC' shared by all unicast flowg, unicast flows on that
link obtain a bandwidth of- each.

We plot the standard deviation in Fig. 8(b). For a small num-
ber of unicast flows, we have high standard deviation. Since
there are few unicast flows with respect to the network size, the
random locations of the unicast hosts have a great impact on the
bandwidth allocated. The number of LANs in our topology is
180. So, 180 unicast flows lead on average to @oeiver per
LAN. A number of unicast flows chosen too small for a large
network results in links shared only by a small number of flows.
Hence, the statistical measure becomes meaningless. When the
network is lightly loaded adding one flow can heavily change the
bandwidth allocated to other flows, and we observe a large het-

strategy, while theé?/ strategy gives the same bandwidth to unierogeneity in the bandwidth allocated to the different receivers.
cast and multicast receivers. Thé: R D policy leads to a worse On the other hand, for 1800 unicast flows, the mean number of
fairness than théog R D policy, however, the gap between theeceivers per LAN is 10, so the heterogeneity due to thdwen



«+ Ateach link using the informatiorb®ut the number of flows

Mean bandwidth with confidence interval (95%) and the number of receivers downstream, the bandwidth for each
10k ‘ ‘ R : | flow traversing that link is allocated via one of the three strate-
LinRD gies:RI, LinRD, andLogRD.
g -~ LogRD ] + In order to determine the bandwidth seen by a receiyéne
- minimum bandwidth allocated to a flow on all the links along
g the path from source to receiver is taken as the bandwijth
2 seen by for strategyp (see section II-C). )
= The result of the simulation gives the mean bandwiglttor
the three bandwidth allocation strategies. We conduct different
experiments with a single and with multiple multicast groups.
% 1000 2000 3000 2000 C. Single Multicast Group
number of unicast flows For this experiment, we add one multicast group to the 2000
(a) Mean bandwidth. unicast flows. .The size of the multicast group varies from 1
up to 6000 eceivers. There are 70 hosts on each LAN and the
number of potential senders/receivers is theref@@00. This
Standard deviation with confidence interval (95%) experiment shows the impact of the group size on the bandwidth
3 ‘ ‘ ‘ allocated to the receiversnder the three allocation strategies.
- — RI | This simulation is repeated five times and averages are taken
' tg]gRRDD over the five repetitions.
We simulate small groups sizes (= [1, ..., 100]), then large

groups sizes7 = [100,...,3000]), and finally evaluate the
asymptotic behavior of our policiesn( = [3000, ...,6000]).

The asymptotic case does not aim to model a real scenario, but
gives an indication about the behavior of our policies in extreme
cases. While 6000 multicasteeivers seems a lot compared to
the 2000 unicast flows, this case gives a good indication about
the robustness of the policies. We display the results with a log-

0 1000 2000 3000 4000

number of unicast flows arithmic x-axis.
Fig. 9(a) shows that the average user receives more bandwidth
(b) Standard deviation. when the allocation depends on the number of receivers. A sig-

nificant difference between the allocation strategies appears for
Fig. 8. Mean bandwidth (Mbit/s) and standard deviation ofatkivers for an a group sizen greater than 100. For small group sizes, unicast
increasing number of unicast flows= [50, ..., 4000]. flows determine the mean bandwidth due to the high amount of
unicast receivers compared to lticast receivers. We claim that

distribution of the pairs sender-receiver does not lead to hib%(:\alver-depende: t polli:les mcregs? ri;ei\j/.e:ls; t![sfactlon..
standard deviation. According to Fig. 8(b), we chose our uni- tmo(;e ac;;ura;e analysis niﬂe s fo diglish between u(rju-d
cast environment with 2000 unicast flows to obtain a low big&>' and muiticast receivers. 'uast receivers are rewarde
due to the random location of the sendeceiver pairs. with a higher bandwidth than unicast receivers for usindtimu
cast as the comparison between Fig. 10(a) and Fig. 10(b) shows.
This is not surprising as our policies reward using multicast.

B. Simulation Setu
P Moreover, the increase in bandwidth allocated to multicast re-

For our simulations we proceed as follows. ceivers leads to a significant decrease of bandwidth available
» 2000 unicast sources and 2000 unicaskivers are chosen atfor unicast receivers for thein RD policy, while the decrease
random locations among the hosts. of bandwidth is negligible for thd.og RD policy (Fig. 10(a))

» One multicast source and- - -, 6000 receivers are chosen ateven in the asymptotic case. In conclusion, tlag RD policy
random locations. Depending on the experiment, this may be igthe only policy among the three policies that leads to a signif-
peated several times to obtain several multicast trees, each watint increase of receiver satisfaction for the averag#icast

a single source and the same number of receivers. receiver wihout affecting theeceiver satisfaction for the aver-

» We use shortest path routing [6] through the network to coage unicast receiver.

nect the 2000 unicast souroeeeiver pairs and to build the The standard deviation for the average user increases with the
source-receivers niticast tree [9]. As routing metric, the lengthsize of the multicast group for the receiver-dependent policies
of the link as generated hiers  is used. (Fig. 9(b)). This unfairness is caused by the difference of the
+ For every network link, the number of flows across that linbower bandwidth allocated to the unicast flows compared to the
is calculated. By tracing back the paths from the receivers to thigher bandwidth given to the a multicast flow (Fig. 10(a) and
source, the number of receivers downstream is determined I8(b)). ForLinRD and LogRD, o tends to flatten for large
each flow on every link. group sizes, since the multicast receivers determine, due to their
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Fig. 9. Mean bandwidth (Mbit/s) and standard deviation ofedkivers for an
increasing multicast group size = [1, ...,6000], k = 2000, M = 1. Fig. 10. Mean bandwidth (Mbit/s) of unicast and multicasteivers with

confidence interval (95%) for an increasing multicast group size=
[1,...,6000], k = 2000, M = 1.

large number, the standard deviation. The standard deviation

for unicast receivers (Fig. 11(a)) is independent of théticast

group size and of the policies. For a small increasing group sigglit the multicast receivers in largelsgroups with significant

fairess first becomes worse among multicast receivers, as iftiterences in bandwidth allocation that subsequently result in

cated by the increasing standard deviation in Fig. 11(b), siredligher standard deviation. For the 2000 uniceseivers, the

the sparse multicast receivettiieg results in a high heterogene-same bottlenecks affect only a feaceivers.

ity of the allocated bandwidth. As the group size increases fur-The standard deviation taken over all the receivers hides the

ther, multicast flows are allocated more bandwidth due to an iwerst case performance experienced by any individual receiver.

creasing number of receivers downstream. Therefore, the stéam-complete our study, we measure the minimum bandwidth,

dard deviation decreases with the number of receivers. In tlukich gives an indication about the worst case behavior seen by

asymptotic part, the standard deviation for thiw RD policy any receiver. The minimum bandwidth over all the receivers is

decreases faster than for theg RD policy since as the numberdictated by the minimum bandwidth over thaicastreceivers

of receivers increases, the aunt of bandwidth allocated to the(we give only one plot, Fig. 12(a)). As the size of the multicast

multicast flow approaches the maximum bandwidth (the bargloup increases, the minimum bandwidth seen by the unicast re-

width of a LAN), see Fig. 10(b). Therefore, all the receivers seeivers dramatically decreases for th&: RD policy, whereas

a high bandwidth near the maximum, which leads to low statite minimum bandwidth for thé.og RD policy remains close

dard deviation. Another interesting observation is that the mub the one for thek [ policy even in the asymptotic part of the

ticast receivers among each other have a higher heterogeneitstirve. We can point out another interesting result: the minimum

the bandwidth received than have the unicast receivers, comgzaadwidth for theR/ policy stays constant even for very large

Fig. 11(a) and Fig. 11(b). A few bottlenecks are sufficient tgroup sizes; thd.inRD policy that simulates the bandwidth



the one of thek! policy (Fig. 9(b)), and does not starve unicast
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Fig. 11. Standard deviation of unicast and multicast receivers with confidence
interval (95%) for an increasing multicast group size= [1,...,6000],
k =2000,M = 1. (b) Minimum bandwidth of multicast receivers.

Fig. 12. Minimum bandwidth (Mbit/s) with confidence interval (95%) of the
. . unicast receivers and of the fticast receivers for an increasing iticast
that'would be allocated '|f we replace the multlca'st' flow by an o000 sizen = [1,...,6000], k = 2000, M = 1.
equivalent number of unicast flows, results in a minimum band-

width the rapidly decreases toward zero. Therefore, we noterinally, one also should note the similarity between Fig. 9(a),
the posmve |mpa}ct of multicast on the bandW|dth allocated,.algqb) obtained by simulation for a large network and Fig. 3(b), 4
multicastgreatly improves the worst case bandwidth allocatiombtained by analysis of the star topology. This suggests that the

We see in Fig. 12(b) that the minimum bandwidth increases féigr topology is a good model to study the impact of the three
multicastreceivers with the size of the rticast group for the djfferent bandwidth allocation policies.

receiver-dependent policies. In conclusion, the RD policy _ _
leads to important degradation of the fairness when the mufd- Multiple Multicast Groups

cast group size increases, whereas thgR D policy always e now consider the case of multiple multicast groups and
remains close to th&! policy. 2000 unicast sessions. We add to the 2000 unicast sessions
For the RI policy, we see that the increase in the multicashulticast sessions of 100 receivers each. The number of mul-
group size does not influence the average user satisfaction (Eiast sessions ranges from 2 to 100. There are 100 hosts on
9(a)), nor the fairness among different receivers (Fig. 9(bPach LAN, the number of potential receivers/senders is there-
Also, the difference between unicast and multicast receiverdase 18000. The simulations were repeated five times and aver-
minor concerning the bandwidth both received (Fig. 10(a) aade are taken over the five repetitions.
10(b)), and the unfairness (Fig. 11(a) and 11(b)). TheRD Due to space limitations, we do not give detailed results for
policy is the only policy among our policies that significantly inthese simulations, we simply give a short summary. The inter-
creases receiver satisfaction (Fig. 9(a)), keeps fairness closedted reader can refer to the technical report [19].



The receiver satisfaction and fairness of all the receivers aieeeivers.
roughly the same for the three bandwidth allocation strategies, _ .
but the Log RD policy is the only policy that greatly improvesB. Introduction of the LogRD Policy

the average bandwidth allocated to multicast receiversomit  Another important question is how to introduce they RD

starving unicast flows. policy in a real network without starving unicast flows. In sec-
We did another experiment that aims to model small confefen IV, we show that even in asymptotic cases tlag R.D strat-

encing groups where multicast groups of a size 20 are addegy does not starve unicast flows, but we do not have a hard

But the results of this experiment do not differ from the resultfuarantee about the bandwidth allocated to unicasgivers.

of the experiment with multicast group sizes of 100 receiveF®r instance, one multicast flow with 1 million downstream re-

and we do not present these results. ceivers sharing the same bottleneck than a unicast flow will grab
93% of the available bandwidth. This is a large amount of the
V. PRACTICAL ASPECTS bandwidth, but that does not lead to a starvation of the unicast

flow.
The Log RD policy will asymptotically — when the number
Up to now, we quantified the advantages of using bandwiddfimulticast receivers tends toward infinity — lead to an optimal
allocation strategies based on the number of downstream meeeiver satisfaction (limited by the capacity of the network) and
ceivers. Estimating the number of receivers downstream ofaa low fairness. In particular, the multicast flow will grab all
network node has a certain cost but has other benefits that larghly available bandwidth of the bottleneck link and starve all the
outweigh this cost. Two examples of these benefits are feedbaelkcast flows sharing this bottleneck link. It is possible to de-
accumulation and niticast charging. vise a strategy based on theg R D policy that allocates to the
One of the important points of the feedback accumulationulticast flows never more thafi times the bandwidth allo-
process is the estimation of the number of downstream receivesated to the unicast flows sharing the same bottleneck. We can
Given the number of receivers is known in the netwoodkles, imagine thelLogRD strategy to be used in a hierarchical link
the distributed process of feedback accumulation [24], or feegharing scheme (see [14], [1] for hierarchical link sharing mod-
back filtering in network nodes becomes possible and has a cels). The idea is to introduce our policy in the general scheduler
dition to terminate upon. [14] (for instance we can configure the weight of a PGPS [23]
While multicast saves bandwidth, it is currently not widelgcheduler with the.og RD policy to achieve our goal), and to
offered by network operators due to the lack of a valid chargdd an administrative constraint in the link sharing scheduler
ing model [5], [15]. By knowing the number of receivers at th§or instance we guarantee that unicast traffic receives at least
network nodes, different charging models for multicast can k&b of the link bandwidth). This is a simple way to allocate the
applied, including charging models that use the number of feandwidth with respect to theog RD policy, and to guarantee
ceivers. In the case of a single source and multigteivers, the a minimum bandwidth for the unicast flows. Moreover, Kumar
amount of resources used with multicast depends on the numigal. [18] show that it is possible to integrate efficiently a mech-
of receivers. For an ISP, in order to charge the source accordégsm like HWFQ [1] in a Gigabit router, and WFQ is already
to the resources consumed, the number of receivers is needwdilable in the recent routers [4].
The bandwidth allocation policy used impacts the charging in
the sense that the allocation policy changes the number of fe- Incremental Deployment
sources consumed by a multicast flow, and changes the cost odn important practical aspect is whether it is possible to in-
a multicast flow for the ISP. However, in appendix B, we segementally deploy thé&ogRD policy. To answer this question
that a simple local bandwidth allocation policy leads to a globale make the following experiment. We consider the random
cost that is a complex function of the number of receivers. Itispology used in section IV and a unicast environment consist-
not clear to us whether an ISP can charge a multicast flow witlingy of 2000 unicast flows. We add to this unicast environment
simple linear or logarithmic function of the number of receiver20 multicast flows with a uniform group size of 50 multicast
Moreover, several ISPs (see [8]) use flat rate pricing for multieceivers radomly distributed. The simulation consists in vary-
cast due to the lack of valid charging model. Even in the caseinfj the percentage of LANs, MANs, and WANs that use the
flat rate pricing, the number of downstream receivers is usefubg 2D policy compared to thé policy. We make the as-
when a multicast tree spans multiple ISPs. In this case, we hgvenption that each LAN, MAN, and WAN is an aumomous
a means to identify the number of receivers in each ISP. Tgstem managed by a single organization. So when an organiza-
charging issue is orthogonal to our paper and is an importaigin decides to use thBog RD policy, it changes the policy in
area for future research. all the routers of the LAN, MAN, or WAN it is responsible for.
The estimation of the number of downstream receivers is faAle say that a LAN, MAN or WAN isL.og RD if all the routers
sible, for instance, with the Express multicast routing protocaose thel.og RD policy. The simulation consists in varying the
[15]. The cost of estimating the number of downstream reumber ofL.og RD LANs and MANs from 0% to 100%, for the
ceivers is highly dependent on the method used and the acdiAN we only look at a full support (all routers afeg R D) or
racy of the estimate required. As our policy is based on a loga support (all routers ar&7). We call these percentages re-
rithmic function, we only need a coarse estimate of the numtsgectively perLAN, perMAN, and perWAN. This simulation is
of downstream receivers. Holbrook [15] describes a low oveepeated five times and averages are taken over the five repeti-
head method for the estimation of the number of downstredions. The results are given with a confidence interval of 95%

A. Estimating the Number of Downstream Receivers



20Kbit/s around the mean bandwidth. VI. CONCLUSION

If one wants to introduce multicast in the Internet, one should
give an incentive to use it. We propose a simple mechanism that
Mean bandwidth for multicast receivers takes into account the number @&fceivers downstream. Our
proposal does not starve unicast flows and greatly increases mul-
ticast receiver satisfaction.

o8 We defined three different bandwidth allocation strategies as
£07 well as criteria to compare these strategies. We compared the
z three strategies analytically and through simulations. Analyt-
506 ically, we studied two simple topologies: a star, and a chain.

= [ We showed that thé.og RD policy leads to the best tradeoff
9 between receiver satisfaction and fairness. The striking similar-
ities in the results for the analytical study and the simulations
confirm that we had chosen valid models.

MAN (%) 0o LAN (%) To simulate real networks, we defined a large topology con-
sisting of WANs, MANs, and LANs. In a first round of ex-
(a) 100% ofRI links in the WAN periments, we determined the right number of unicast receivers.

We studied the introduction of multicast in a unicast environ-
ment with three different bandwidth allocation policies. The
aim was to understand the impact of multicast in the real Inter-
net. We showed that allocating link bandwidth dependent on the

Mean bandwidth for multicast receivers

0.8 flows’ number of downstream receivers results in a higher re-
ceiver satisfaction. Théog RD policy provides the best trade-
507 off between the receiver satisfaction and the fairness among re-
%OG ceivers. Indeed, théog RD policy always leads to higher re-

[ ceiver satisfaction than thie! policy for roughly the same fair-
0 » | ness, whereas thein RD policy leads to higher receiver sat-
isfaction than thel.og RD policy, however, at the expense of
unacceptable decrease in fairness.
Our contributionin this paper is the definition and evaluation
of a new bandwidth allocation policy calldthg RD that gives
a real incentive to use multicast. Also, thag 2 D policy gives a
relevant answer to the open question on how to treat a multicast
Fig. 13. Influence on the mean bandwidth (Mbit/s) for the multicastivers for flow compared to a unicast flow sharing the-same bOttlen-eCk'
.an.hierarchical incremental deployment of theg RD policy, & = 2000, To the best of our k”OW'edge’ We_are the first that f[ake Into
M =20, m = 50. account the number of multicagtaeivers to reward niicast
flows. Moreover, we show that the deployment of they RD
policy is feasible when deployed per ISP at the same time as the
The main behavior we see in Fig. 13 is tinterdependency ISP upgrades its network to be multicast capable.
of the parameters perLAN, perMAN, and perWAN on the mean
bandwidth for the multicast receivers. An isolated deployment ACKNOWLEDGMENT
of the LogRD in just the LANs, MANs, or WANs does not
allow to achieve a mean bandwidth close to the mean ba
width obtained when the whole network Ig RD. For in-
stance, the perMAN parameter does not have a significant
fluence on the mean bandwidth whetr LAN = 0. However,
whenper LAN = 100 andperW AN = 100, the perMAN pa-
rameter has a significant influence on the mean bandwidth.
results obtained depend on the network configuration (number
of LANs, MANs, and WANSs, link bandwidth, etc.). However,
we believe the property of interdependency of the parameters |. DISCUSSION ONMULTICAST GAIN
perLAN, perMAN, and perWAN to hold in all the cases.

MAN (%) 00 LAN (%)

(b) 100% ofLogRD links in the WAN
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tBsearch is partially supported by its industrial partners: As-
com, Cegetel, France Telecom, Hitachi, IBM France, Motorola,
_I%Vé/isscom, Texas Instruments, and Thomson CSF.

APPENDIX

To evaluate the bandwidth multicast gain, we restrict our-
In conclusion, to reap the full benefit of tHexgy RD policy, selves to the case of a full o-ary tree with receivers at the leaves
a coordinated deployment is necessary. However, as the lack-drf this case we model a point to point network — or with broad-
links using theLog RD allocation does not lead to any perforcast LAN at the leaves. We consider one case where the unicast
mance degradation for the network, an incremental deploymentd the multicast cost only depends on the number of links (the
is possible. unlimited bandwidth case) and one case where the unicast and



the multicast cost depends on the bandwidth used (the limitbe& global satisfaction b&; for unicast ands, for multicast.

bandwidth case). Sy=R-C-55=RC-%=RC-%4=C-0,Su =R-C.
Let the full o-ary tree be of heiglit We assume the sender OrhenciB = global cost s
be at the root, so there afe = o” receivers otV = o" LANs global satisfactior™

with Ry receivers on each LANK = Ry - NV). We define the GBy = S = C2l99(B) _ 144 (R);

u
bandwidth cost as the sum of all the bandwidths consumed qpp,, — Su — (E-1) . _o_ Now the new multicast gain is:
all the links of the tree. We define thiek cost as the sum ofall &g S " ot . . .
: ' . : Shu — o=1. E_.]og,(R). The gain depends logarithmically
the links used on the tree, we countimes the same link when &5 0 -
. o . on the number of receivers.
the same data are sentimes on thislink. LetCy; be the unicast

. . . If we consider one LAN on each leaf of the Hicast tree we
bandwidth/link cost from the sender to all of thexeivers and have:Cy — OC+02.%+03.0%+. . .+Oh.0hc_1 = C-o0dog,(N);

Cy the multicast bandwidth/link cost from the same sender to b P
the same receivers. Cyu = C)imy0 = C- =2 =C- (N —1). The
] o multicast gain is: g—U = (o — 1)%. Once again the
A. Bandwidth-Unlimited Case multicast gain smaller than 1 for largg. The global satis-
We assume that every link of the tree has unlimited bantéction is: Sy = R-C' - == = C -0, Sy = R - C.
width. LetCy andC'ys be the link cost for unicast and multicast, _ lobalcost . _ . _ Cu i
respectively[.] Y ThenGB = glol:g)]al satistactions - CBu = S = logo(N);

. . C N-1 : HPR .
If we consider one receiver on each leaf of the tree we havé!Bn = g = =% - 5727- Now the new multicast gain is:

Shu — o=l Bn'N 1og,(N). The gain depends logarithmically

_ h h—1 1 h—1 GB o N-1
Cv = o +h0 ot too on the number of LANs and linearly on the number of receivers
= h-0o"=h-R=R-log,(R) (7)  per LAN.
In conclusion, for both the unlimited and the limited band-
A Bl width case, the multicast gain has a logarithmic trend with the
- O — 0 o] . . . .
Cy = ZOZ = = (R—1) number of receivers in case of point-to-point networks. For
i=1 o—1 o—1 broadcast LANs at the leaves of the multicast distribution tree,

the multicast gain has a logarithmic trend with the number of
o=1 The multicast gain depends logarithmically on the numbLANs, but a linear trend with the number of receivers per LAN.
o 9 P 9 y ‘Ia’herefore, with a small number of receivers per LAN thdtiu

of receivers. L o . .
If we consider one LAN on each leaf of the tree we haVPE:aSt gain is logarithmic but with a large number of receivers per

Co=h-R=h-N-Ry = Rx-N -log,(N); Car = ANs the multicast gain is linear.
S ot = €820 — e (N —1). We define the multicast Il. GLOBAL IMPACT OF ALOCAL BANDWIDTH
gain as the ratiof~ = <=L . Ry - ﬁ -log,(N). The gain ALLOCATION PoLicy
depends logarithmically on the number of LANs and linearly on We consider a full o-ary tree for the unlimited bandwidth case
the number of receivers per LAN. when there is a receiver per leaf. The unicast link costzis=
) o h - R (see Eg. 7). Now we consider the multicast link cost for

B. Bandwidth-Limited Case the R1, the LinRD, and Log RD policies. For instance when

Every link of the tree has a capacify. Let Cy andCys be there are 2 receivers downstream of linkhe Lin RD policy
the bandwidth cost for unicast and multicast, respectively.  allocates the equivalent of 2 units of bandwidth anditheR D

If we consider one receiver on each leaf of the tree we haymlicy allocates the equivalent &f+ In(2) units of bandwidth
Cy=0-C+0*- % + 0% O% +ot ot th—l = Zle C-0o= compared to thé/ policy which allocates 1 unit of bandwidth.

We define the multicast gain as the ratfg: = log, (R) 2

h-C-0o=C-0-log,(R);Cay = CS_ ol = C - oh+11—o _ The multicast link cost for theRI policy is: Cf =
’ 1= o— h i o . . .

C' ;21 (R— 1). The multicast gain isg—; —(0— 1)10%_(?)_ Zi;1 0 = [O,i—an(DR_ 1).RThe2ml£t|cast ImI; c%st forthéin RD

This means that there is a multicast gain smaller than 1 for laflicy is: Cy =0y tot gt Fo g = h-R=Cy.

R. But, of course, in the unicast case (which is now globallhe multicast link cost for théogRD policy is: ijngD =

less expensive), we also have much smaller receiver satisfaction(1 + In£) + 0% - (1 + In £) + ... + 0" - (1 + In &)
due to the bandwidth-limited links close to the source. Ther -{‘L_l o'(1+1n L), We havel +In £ < £ and1 +1n & <
fore, the definition for the standard multicast gain does not ma%q ] LogRD

) SR - £ £ 1. Soforh > 1 ando > 1 we haveCy;
sense in the bandwidth-limited case. For the unlimited case, LEEZ’?LRD_

ceivers are equally satisfied, since they receive the same banjafh conclusion we see that the policy that rewards multicast

width and the mult.icast gaimakes sense i with its gain is theLin RD policy and not thd.og R D policy as
We need to define another measure that combines the s sected.

faction and the cost. We use cost per satisfaction. We look at t
ratio of bandwidth cost per satisfaction that tells us how much I1l. TIERS SETUP

bandwidth we need to invest B?gg&ggt of satisfaction. We give a brief description of the topology used for all the

We now employ:iiB = grsparsatistaction 1© COMPUte the simulations. The random topolo@Tis generated wittiers
global satisfaction, we add the satisfaction over all receivers. het.1 using the command line parametéess 1 20 9 5

A &l




213 1111.AWANconsistsof5nodesand 6 links and23] A. K. Parekh and R. G. Gallager, “A Generalized Processor Sharing Ap-

nn 20 MAN h consistina of and 2 links. To proach to Flow Control in Integrated Services Networks” Phoc. IEEE
connects 20 s, each consisting oh@des INFOCOM'93 pp. 521-530, 1993.
each MAN, 9 LANs areannected. Therefore, the core topologys4] s. paul, K. K. Sabnani, J. C. Lin, and S. Bhattacharyya, “Reliable Mul-

consists ob + 40 + 20 - 9 = 225 nodes. The capacity of WAN ticast Transport Protocol (RMTP)’|EEE Journal on Selected Areas in
i i i i i i ; Communications, special issue on Network Support foltiphint Com-
links is 15'5Mb|t/s, thg capacny of. MAN links is 55Mbit/s, and munication 15(3)407 - 421 April 1997,

the capacity of LAN links is 10Mbit/s. [25] G. Phillips, S. Shenker, and H. Tangmumakit, “Scaling of Multi-

Each LAN is represented as a single node and connects sev- cast Trees: Comments on the Chuang-Sirbu Scaling Law"Prat. of

. >Ch MM'99 pp. 41-51, H Massach A -
eral hosts via a 10Mbit/s link. The number of hosts connected to ﬁgr'\qgsgg_co 99pp. 41-51, Harvard, Massachusetts, USA, Septem

a LAN changes from experiment to experiment to speed up Si[p6] E. W. Zegura, K. Calvert, and S. Bhattacharjee, “How to Model an Inter-
ulation. However, the number of hosts is always chosen Iargﬂzer network”, Ininfocom '96 pp. 594-602, March 1996.

h h fth . d th Il h 7] E.W. Zegura, K. Calvert,and M. J. Donahoo, “A Qtitative Comparison
than the sum of the receivers and the sources all together. of Graph-based Models for Internet TopologyEEE/ACM Transactions

on Networking5(6):770-783, December 1997.
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