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The effect of Intermittent Availability

Under intermittent availability 7T, FedAvg converges to a biased objective Fg(w)
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Unbiased aggregation strategy: g « -
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where T is the total communication rounds and A(P) quantifies the correlation

Correlation slows down the convergence
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where px = gﬁ‘fg} drv(a, p) = 5 Z|ak — Pk, and T = Q‘?;]({F (WB)

* The convergence of the true objective F(w) depends on q

» Propose a client aggregation strategy that minimizes €(q)

Fit
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Client sampling and aggregation strategies

miniqmize €opt(q) + €bias(q)

subject to q >0, ||q|; = Q

* The solution of this optimization problem suggests:

Guidelines

A. Some clients can be excluded from training, i.e., receive q, = 0

B. Exclude clients with low availability 77 and large correlation )\(Pk)

C. Assign aggregations qx = Oék/ﬂ'k to the included clients
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. If £l _gnew > 0.
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Experimental setting

 Population of K=24 clients, divided In:
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Experimental results

 We compare CA-Fed with the Unbiased baseline
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CA-Fed excludes clients from training without performance drop
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Thank you for your attention!



