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Abstract

In this paper, we define a general service abstraction for a network element. The
service abstraction is defined in terms of a “service mapping,” which is a monto-
tone operator that maps an arrival process to a lower bound on the corresponding
departure process. We consider service mappings which are shift invariant, which
includes the previously studied service curve model defined in terms of convolution
in the “min-plus” algebra. For a network element with a shift invariant service map-
ping, we obtain bounds on the maximum delay, maximum backlog, and a traffic
envelope for the departure process, assuming that the arrival process to the net-
work element conforms to a traffic envelope. These bounds have a unified graphical
interpretation and reduce to previously known bounds in the case of a service curve
model.

Next, we apply the service mapping abstraction to a First-In First-Out (FIFO)
multiplexer whose arrival processes conform to traffic envelopes. The corresponding
service mapping is non-linear in the min-plus algebra. We note that the quality
of service bounds reduce to previously known tight bounds. We then consider
a tandem configuration of FIFO multiplexers. Analysis of the tandem network
with the service mapping abstraction yields achievable upper bounds on end-to-end
delay which are smaller than those that can be obtained with previously proposed
methods.

1 Introduction

Over the past several years, a deterministic theory for analysis of networks of queues has
been developed, now commonly termed as “network calculus.” We now briefly review
some of the important developments in this area of research. The interested reader is
referred to [4] and [10], which documents much of this work in detail.

Networks of queues operating with FIFO or fixed priority scheduling were analyzed
by Cruz using a deterministic traffic model in [5][6]. Subsequently, Parekh and Gallager
[12][13] analyzed networks of queues operating with generalized processor sharing using
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this deterministic traffic model, and thereby stimulated a large body of work by other
researchers on “fair queueing” scheduling algorithms [15]. A key concept in Parekh and
Gallager’s work was that of a “universal service curve.” This concept was extended to
a service abstraction for general network elements by Cruz in [7]. This service model
was refined independently by Le Boudec [9] and Sariowan [14]. Le Boudec formalized the
notion of the convolution and deconvolution operators, and C. S. Chang [3] first observed
that a service curve is analogous to an “impulse response” in the theory of linear time
invariant systems. Chang exploited this analogy to provide simple explanations for results
on traffic regulators developed in [5].

The insight obtained from these developments are apparent in a framework [2] for
deterministic quality of service guarantees proposed for the Internet by the intserv work-
ing group of the Internet Engineering Task Force (IETF). In the intserv model, traffic is
managed on a per-flow basis, leading many researchers to question its capability to scale
to large networks. Another working group of the IETF, diffserv, has aimed to address
scalability by developing a framework where traffic is managed at a coarser granularity
than the level of flow [11]. This led to a renewed interest in performance results for FIFO
queueing, since FIFO queues do not require per flow traffic management.

In [8], Cruz presented a service curve characterization for a FIFO multiplexer. In
this paper, we generalize and explore this characterization further. As we will see, this
leads to a simplified understanding of previous results in network calculus, as well as
the tightening of bounds for delay in networks of FIFO queues for deterministic traffic
models.

The remainder of this paper is organized as follows. In the next section, we define
a general service abstraction for network elements. We derive performance bounds in
the context of this service abstraction. These performance bounds have a simple unified
graphical interpretation that we illustrate. We see that the service curve model is a
special case of this this general service abstraction, and the performance bounds we
obtain reduce to previously known results. In Section 4, we apply our service abstraction
to the context of FIFO multiplexing. We will see in Section 4.1 that our performance
bounds for a single FIFO multiplexer reduce to those tight bounds previously obtained
in [5]. In Section 4.2 we apply the general service abstraction to analyze a tandem
configuration of FIFO multiplexers. We will see that this results in improved bounds to
end-to-end delay which are achievable.

2 Service Models

Consider a network element, which is an abstration of a queueing system. For example,
the queueing system might represent a packet switch, or more generally an entire network.
In this paper, a network element is an abstraction defined for the purposes of describing a
single stream of information passing through the associated queueing system. Specifically,
the network element has an arrival process and a departure process, described by two
functions of time R;,(-) and R, (), respectively. The value of Ry, (t) is defined as the
number of bits that have arrived to the network element up to time ¢, and similarly
Roui(t) is the number of bits that have departed the network element up to time ¢. The
backlog B(t) of the network element at time ¢ is defined as B(t) = R, (t) — Rout(t), i-€. it
is the number of bits stored inside the network element at time ¢. The virtual delay of the
network element at time ¢ is defined as D(t) = inf{d : d > 0 and R, (t + d) > R;,(t)}.
For example, if the arriving bits depart the network element in first-in first-out (FIFO)



order, then a bit that arrives at time ¢ waits no longer than D(t) seconds before departing
the network element.

In general, the departure process R, (-) may not be determined solely by the arrival
process R;,, but also by external events in the associated queueing system. However,
we can partially characterize the network element by bounding the departure process in
terms of the arrival process. In general, we assume that the arrival process R;,(-) and
departure process R, (-) can be arbitrary non-decreasing functions. Formally, R;,(-)
and Ry (+) are elements of M, which is defined as the set of all non-decreasing functions
whose domain is the set of all real numbers R and whose range is the extended set of
real numbers R U {+oo}.

2.1 Minimum Service Mappings

Let S : M — M be a given operator, which maps elements of M into elements of M.
Given functions of time F'(-) and G(-), we use the notation F' < G if F(t) < G(t) for all
t. We say that S is monotone if F' < G implies that S(F) < S(G) for all F' and G.

Definition 1 Suppose a network element is such that Ry, > S(Ri,) for all possible
arrival processes R;,, for some monotone operator S. In this case, say that S is a
(minimum) service mapping for the network element, and we write R;, — S — Roys-

The service model in the previous definition is composable in the sense that if several
network elements are configured in tandem, each being described by a service mapping,
then the composition of the service mappings is a service mapping of the entire system.
This is stated formally in the following theorem for the case of two network elements in
tandem.

Theorem 1 (Network Elements in Tandem) Suppose Ry — S — Ry and R, —
Sy — Ry. Then Ry — (81 0 S2) — Ry, where (Sy 0 Sy)(F) = Sa(S1(F)).

Proof. Fix any ¢. We have

Ry > Sy(Ry)
> S3(Si(Ro))
== (81 9] SQ)(RQ) .
The second inequality above follows since S is monotone. o

2.2 Shift Invariant Service Mappings

An operator § is said to be time invariant if S(F') = G implies that S(Fa)) = G for all
A € R, where Fa(t) = F(t — A) and Ga(t) = G(t — A) for all t. An operator S is said
to be space invariant if S(F') = G implies that S(k+ F') = k + G for all constants k. An
operator S that is both time invariant and space invariant is called shift invariant.

An operator S is called additive if S(F}) = G; and S(F») = G imply that S(F; A
Fy) = G1 N\ Gy, where we use the notation H; A Hsy to denote the function defined by
(Hy A Hy)(t) = min{ H,(t), Hy(t)}. An operator that is both space invariant and additive
is said to be linear.



As an example, suppose that S(-) is a minimum service curve [14][9][8], as we now
define. The convolution of two functions F(-) and G(-), F x G, is first defined as

(FxG)(t) = il}_f{F(T) +G(t—1)}

for all £. The function S(-) is said to be a (minimum) service curve for the network
element if for any arrival process R;, we have R, > R;, *S. This service model is
special case of a service mapping where the associated operator is both linear and time
invariant. Conversely, it can be seen that any service mapping that is both linear and
time invariant can be equivalently be described in terms of a service curve.

Although the space of service models which are linear is adequate for analyzing many
queueing systems of interest, in this paper we make the proposition that non-linear service
models are useful as well. In particular, we will demonstrate how they can be used to
analyze networks of FIFO queues. For example, suppose that an arrival process R;, is
multiplexed in a FIFO manner with another arrival process R , such that the aggregate
arrival process R;, + R;, results in the aggregate departure process R, + R, with a
service curve of G, i.e. (Roy + RZ,,)(t) > ((Rin + RE) *G)(t) for all t. If R, < RY *x E*,
it is known [8] that

Rouwt > Riy * St

for all T > 0, where

sg={ 0BT T o

where we use the notation ¥ = max{z, 0}. In this case, in fact we have R;,, — S — Rou,
where the operator S is defined for F' € M as

~

S(F)(t) = sup [(F*57)(t)] . (2)

T:T>0

It can be verified that S is shift invariant, but not necessarily linear.

This motivates us to look at the class of service models characterized by shift invariant
service mappings. For generality, we do not necessarily assume that service mappings are
of the form given in (2). We shall obtain bounds on delay, backlog, and a traffic envelope
(defined below) for the departure process, in the context of service models characterized
by shift invariant service mappings.

To begin with, we first define the notion of a traffic envelope [5]. Given a function
E(+), and an arrival process R, we say that R has envelope E if R < R x E. Note that
the inequality R < R % F is equivalent to

R(u) > R(t) — E(t — u) for all u (3)
for any fixed value of t. In other words, if R has envelope F, then for any fixed ¢t we have
R> Rg, , (4)

where Rp(u) = R(t) — E(t — u) for all u. Note that in general E(z) may be non-zero
for negative values of x, although it is common to assume that E(z) = 0 for x < 0. For
x < 0, the value of —FE(z) represents a lower bound on the increments of a process over
any interval of length —z.



Before proceeding further, let us make a few definitions. First, given any function
E(+), define the “tilde” operator as follows:

E(t) = —E(—t) for all t. (5)

Given any R € M, define D;,(R) = inf{d : d > 0 and R(t + d) > k}. Note that the
virtual delay in a system with arrival and departure processes Ry, and R,y is D(t) =
Dy g, t)(Rout). Finally, for any R € M, define Dy(R) = Dyo(R).

3 Quality of Service Guarantees for Shift Invariant
Service Mappings

In this section we consider a single network element whose arrival process has envelope
E. We suppose the network element has a shift invariant service mapping and derive
bounds on virtual delay and backlog. We also find an envelope for the departure process.

Theorem 2 Suppose S is a shift invariant service mapping for a network element. Sup-
pose the arrival process to the network element has envelope E. Then the virtual delay
D(t) is upper bounded according to

D(t) < Do(S(E)) for all t. (6)

Proof. Fix any t. We have

D(t) = inf{d:d>0and R,u:(t +d) > Ri,(t)}

Dy Ry, (1) (Rout)
< Diri,»)(S(Rin))
< Diriy(S(Rin)Es))

Dy ko) (S(Rin(t) — E(t —-)))
= 0

Dy pity(Rin(t) + S(=E( —)))
Dt,()( (_E( _>>>

= Dio(S(=E(=(—1))))

— Doo(S(—E(~()

= Dy(S(E)) .

In the above sequence the first equality follows from the definition of virtual delay, the
second equality follows from the definition of Dy (R), the third inequality follows since
S is a minimum service mapping and D, ;(R) is monotone decreasing in R. The fourth
inequality follows from (4) and the monotonicity of S. The remaining equalities follow
from the shift invariance of S. o

Theorem 3 Suppose S is a shift invariant service mapping for a network element. Sup-
pose the arrival process to the network element has envelope E. Then the backlog B(t) is
upper bounded according to

B(t) < S(E)(0) for all t. (7)



Proof. Fix any ¢. We have
B(t)

A A

|
I
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In the above sequence the first equality follows from the definition of backlog, the second
equality follows since S is a minimum service mapping. The third inequality follows from
(4) and the monotonicity of S. The remaining equalities follow from the shift invariance

of §S. o

We say a network element is conservative if we always have R,; < Rjp.

Theorem 4 Suppose S is a shift invariant service mapping for a conservative network
element. Suppose the arrival process to the network element has envelope E. Then the
departure process has envelope E,,; where

B = S(E) . (8)
Proof. Fix any s, t. We have

Rout(t) - Rout(s) < R t) - Rout(S)
< Rin(t) — S(Rin)(s)
< Riu(t) = S((Rin)p)(s)
Rin(t) — S(Rin(t) — E(t —-))(s)

—E(t—))(s)
= =S(=E(=(—1))(s)
= ~S(-E(-())s 1)
= —S(E)(s 1)
S(E)(t—s) . (9)

In the above sequence the first equality follows since the network element is conservative,
the second equality follows since S is a minimum service mapping. The third inequality
follows from (4) and the monotonicity of S. The remaining equalities follow from the
shift invariance of S. o

Note that (8) can be rewritten as E,,; = S(E), which has a simple intuitive appeal.
The theorems of this section are illustrated graphically in Figure 1.

3.1 Linear Time Invariant Service Mappings

We conclude this section by considering a service mapping S that is linear and time
invariant. In other words, the service mapping corresponds to a service curve guarantee,
ie.

S(R)=Rx S
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Figure 1: S-mapping: delay, backlog and output bounds

where S'is a service curve for the network element. In this case we show that the theorems
of the previous subsection reduce to previously known results. We assume that the arrival
process conforms to the envelope E.

Observe that

S(E)(~x) = (Ex*8)(-)
= f{E(-z —y)+5(y)}
= f{—-E(y+2)+5()}
= —sgp{E(erx)—S(y)}
= —(EoS)(2), (10)

where we use “©” to denote the deconvolution operator, i.e. (F'© G)(z) = sup, {F(z +
y) — G(y)} for all x.

First, consider the result of Theorem 4. The departure process has envelope E,,;
where E,; = S (E) In view of (10), we have E,,; = E @ S, which agrees with the result
in [1].

Second, consider the result of Theorem 3. The backlog is upper bounded by —S(E)(0).
In view of (10), we thus have B(t) < (£ ©.5)(0) = sup,{E(y) — S(y)}, which agrees with
the result in [1].

Third, consider the result of Theorem 2. Using (10), the virtual delay D(t) is upper
bounded as follows:

Dy(S(E)) ~
= inf{d:d>0and S(F)(d) > 0}

= inf{d:d>0and — (E @ S)(—d) > 0}

= inf{d:d>0and —sup{E(y —d)— S(y)} > 0}

D(#)

= inf{d:d>0and sup{E(y —d) — S(y)} <0}
v
= inf{d:d>0and E(y —d) < S(y) for all y} ,

which agrees with the result in [1], i.e. the delay in upper bounded by the “maximum
horizontal distance” between the graphs of F and S.

These results are illustrated graphically in Figure 2 in the context of the graph of
EoS.
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Figure 2: Service curves: delay, backlog and output bounds

4 FIFO Multiplexers

In this section, we apply the results in the previous section to the case in which network
elements correspond to FIFO multiplexers. First, in the next section, we consider a single
FIFO multiplexer.

4.1 A Single FIFO Multiplexer

Consider two arrival streams incident on a FIFO multiplexer, described by R;, and R7 ,
with traffic envelopes £ and E”, respectively. The multiplexer serves data in a FIFO
manner as fast as possible with a maximum service rate of C' bits per second. From the
point of view of the aggregate arrival stream, R;,, + R?,, a service curve of G is provided,
where G(x) = Czx if x > 0 and G(z) = 0 otherwise. In other words, if the corresponding
departure streams are denoted as R,; and R?,,, then we have R, + R%,, > Gx(R;,+RE).

If we assume that packets are served non-preemptively, then if we have non-zero
packet sizes (i.e. a non-fluid model), then bits might not depart in exactly FIFO order.
Therefore, for simplicity we assume a fluid model, which corresponds to “L = 07 as
discussed in [5].

In this case, from Theorem 4.1 of [5], it is known that the delay for stream R, is

upper bounded by Drcrsyux, i-e. Rou(t + Drcrsyux) > Rin(t) for all ¢, where

Drcrsax = émax (E(u) + E*(u) — Cu] . (11)

u>0

Since the system is FIFO, we have using the result from [8] that R,,; > R, * St holds
for any 7' > 0, with Sy given in (1). Thus we have R;, — S — Ry holds, with S given
in (2). It can be shown that Dy(S(E)) < Dpepsamux- In fact, equality holds here since
the delay bound from [5] is the best possible. Thus, in some sense Theorem 4.1 of [5] is
a special case of Theorem 2.

Furthermore, from Theorem 4.4 of [5], it is known that R,,; has envelope E,,;, where

Eou(z) = Jmax min{E(x + D), E(x+ D+ A)+ E“(A) —C(A+ D)} . (12)
We can show that in fact Theorem 4 reduces to this result in this case. For brevity we do
not include the details here, but we note that we assumed continuity of E(x) and E*(x)
for z > 0. We conjecture that this assumption is un-necessary, however.

Thus, we assert that Theorems 2 and Theorem 4 here are more general than Theorems
4.1 and Theorem 4.4 of [5].
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Figure 3: Two nodes in tandem

4.2 FIFO Multiplexers in Tandem

In this section we consider the system illustrated in Figure 3, where each arrival processes
R; has an envelope E; of the form F;(t) = o; + p;t. We are interested in an upper bound
for the total delay for flow 0, which is the sum of the delay through each node. We
assume that the system is stable, that is pg + p1 < Cy and pg + p2 < Cy, which ensures
that the delay is bounded. We use the notation S and S, to denote the corresponding
minimum service mappings for flow 0 at the first and second multiplexer, respectively,
as implied by (1) and (2).
It can be shown that

pot—Uo—pog—ll ift < 2t

A~ >
Sl(EO(t)) = Clt — 01 — 0Op lfg_ll S t S 012—4100
0 ift > oiteo

Moreover, it can be shown that if Cy — py > C] we have

m@—%—%>ﬂmiﬁfa+%

S (SB) =1 (-2 -2) -0 g+ <t
0 ift > outon 4 o2
whereas if Cy — py < C we have
w(t-g-8)-o0 d<z+z
S, (5’1(E0(t))>: %(t—g—z—g—ﬁ—ao if%+%§t§%+g—i+goglctp2)
0 iftzg'_ll"f'g_z"’%

The upper bound on the end-to-end delay as given by Theorem 1 and Theorem 2
is: D = Do((S1 085)(Ey)) = Dy (SQ(Sl(EO))) Carrying out this calculation, it can be
verified that our upper bound D on end to end delay is given by

ooto1 + 22 if Cy — >C
Dz{ P A (13)

o1 4 o2 4 00(Citp2) _ o1 | o2 | o0 4 O0p2 _
C + Co + CaC1 e + [ + Co + CoC1 if CQ P2 < Cl

These bounds are indeed achievable. To see why this is true when Cy — py <
consider the following arrival pattern: Ry(t) = Ri(t) = 0 for t < 0; Ry(t) = op and
Ry(t) = oy for t > 0. That is both flows at the first server have a burst at time 0.
Suppose that flow 1 is served before flow 0, then suppose that Rs(t) = 0 for t < & and
that Re(t) = pa(t — &)+ 02 otherwise. Under these assumptions the last bit of the burst
from flow 0 will experience a total delay given by (13). If Cy — ps < C the arrival pattern
for flow 0 and 1 is the same while in this case Ry(t) = 0 for t < 222 and Ry(t) = o2
otherwise; again the last bit of the burst from flow 0 will experience a total delay given

by (13).
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