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## The Problem

- $N, M \in \mathbb{N}$
$\triangleright \emptyset \neq B \subseteq \mathbb{R}^{N}$ convex, compact
- $f: B \rightarrow \mathbb{R}_{+}^{M}$ vector of continuous convex functions
- $a: B \rightarrow \mathbb{R}_{+}^{M}$ vector of continuous concave functions
- $a, b \in \mathbb{R}_{++}^{M}$ positive vectors


## Problem:

$$
\begin{aligned}
& \text { find } x \in B \text { such that } f(x) \leq a, \quad g(x) \geq b \\
& \text { or decide that }\{x \in B \mid f(x) \leq a, g(x) \geq b\}=\emptyset
\end{aligned}
$$
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## Sketch of Algorithm

The algorithm can be sketched as follows.

- compute an initial solution $x \in B$ via feasibility oracle
- as long as $x$ is not "feasible enough":
- find suitable $\hat{x} \in B$ via feasibility oracle
- set $x:=(1-\tau) x+\tau \hat{x}$ for a step length $\tau \in(0,1)$
- assert that $x$ becomes "more feasible"





































## The Block Solver

The feasibility oracle is of the form
find $\hat{x} \in B$ such that

$$
\frac{p^{T} f(\hat{x})}{c(1+t)(1+8 / 3 t)}-q^{T} g(\hat{x}) c(1+t)(1+8 / 3 t) \leq \alpha:=2 e^{T} p-1-2 t
$$

or decide that there is no $x \in B$ with

$$
\frac{p^{T} f(\hat{x})}{(1+8 / 3 t)}-q^{T} g(\hat{x})(1+8 / 3 t) \leq \alpha
$$

$\left(A B S_{c}(p, q, \alpha, t)\right)$
where $p, q \in \mathbb{R}_{+}^{M}$ such that $\sum_{m=1}^{M} p_{i}+\sum_{i=1}^{M} q_{i}=1$.

## $A B S_{c}(p, q, \alpha, t)$ can be implemented by minimizing a convex function over $B$. <br> In the linear case it can be done by minimizing a linear function. We aim at using fast combinatorial algorithms to implement $A B S_{c}(p, q, \alpha, t)$ for certain special cases of $\left(M P C_{c, \epsilon}\right)$.
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## More precisely, the algorithm aims at minimizing
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1. Setup some parameters; compute initial point $x^{(0)}$. If $\lambda\left(x^{(0)}\right) \leq c(1+\epsilon / 2)$, go to Step 3 .
2. Repeat Steps $2.1-2.3$ \{scaling phase $s\}$ until $\epsilon_{s}$ small enough or
$\lambda\left(x^{(s)}\right) \leq c /(1-\epsilon)$.
2.1. Set $\epsilon_{s}:=\epsilon_{s-1} / 2, x:=x^{(s-1)}$, and $T_{s}$.
2.2. Set $A:=\left\{m \in[M] \mid g_{m}<T_{s}\right\}$.
2.3. Repeat Steps 2.3.1-2.3.5 \{coordination phase\} forever.
2.3.1. If $\lambda_{A}(x) \leq c /\left(1-\epsilon_{s}\right)$ go to Step 2.4.
2.3.2. Compute $\theta, p$ and $q$, let $t_{s}:=\epsilon_{s} / 8, \alpha:=2 \bar{p}-1-2 t_{s}$ and call $\hat{x}:=\operatorname{ABS}\left(p, q, \alpha, t_{s}\right)$.
2.3.3. Compute suitable $\tau \in(0,1)$ and set $x^{\prime}:=(1-\tau) x+\tau \hat{x}$.
2.3.4. If $\max \left\{(1-\tau) g_{m}+\tau \hat{g}_{m} \mid m \in A\right\}>T_{s}$ then reduce $\tau$ to $\tau^{\prime}$ and set $x^{\prime}:=\left(1-\tau^{\prime}\right) x+\tau^{\prime} \hat{x}$.
2.3.5. Set $A:=A \backslash\left\{m \in[M] \mid g_{m}\left(x^{\prime}\right) \geq T_{s}\right\}$ and $x:=x^{\prime}$.
2.4. Set $x^{(s)}:=x$. \{end of scaling phase $s$ \}
3. Return the final iterate $x^{(s)} \in B$.
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## End

## Thanks for your attention!

