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Abstract

We consider in this paper a continuous time stochastic hybrid sys�
tem with a �nite time horizon� controlled by two players with opposite
objectives zero�sum game�	 Player one wishes to maximize some linear
function of the expected state trajectory� and player two wishes to mini�
mize it	 The state evolves according to a linear dynamics	 The parameters
of the state evolution equation may change at discrete times according to
a MDP� i	e	 a Markov chain that is directly controlled by both players�
and has a countable state space	 Each player has a �nite action space	 We
use a procedure similar in form to the maximum principle� this determines
a pair of stationary strategies for the players� which is asymptotically a
saddle point� as the number of transitions during the �nite time horizon
grows to in�nity	

Keywords� Hybrid stochastic systems� stochastic games� asymptotic optimal�
ity� linear dynamics� Markov decision processes� �nite horizon�

� Introduction and statement of the problem�

Consider the following hybrid stochastic controlled system� The state Zt � IRn

evolves according to the following linear dynamics�

d

dt
Zt � AZt �BYt� t � ��� ��� Z� � z ��	

where Yt � IRk is the 
control� and A�n � n	 and B�n � k	 are matrices of
real numbers� Yt is not chosen directly by the controllers� but is obtained as a
result of controlling the following underlying stochastic discrete event system�
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Let � be the basic time unit� Time is discretized� i�e� transitions occur at times
t � n�� n � �� �� 
� ���� b���c� where bxc stands for the greatest integer which is
smaller or equal to x� There is a countable state space X � IN and two players
having �nite action spaces A� and A� respectively� Let A � A� �A�� If the
state is v and actions a � �a�� a�	 are chosen by the players� then the next state
is w with probability Pvaw � Denote P � fPvawg� A policy ui � fui�� u

i
�� ���g in

the set of policies U i for player i� i � �� 
 is a sequence of probability measures
on Ai conditioned on the history of all previous states and actions of both
players� as well as the current state� More precisely� de�ne the set of histories�
H �� �lHl� where

Hl �� f�x�� a
�
�� a

�
�� x�� a

�
�� a

�
�� ���� xl	g

are the sets of all sequences of �l�� elements describing the possible samples of
previous states and actions prior to l as well as the currents state at stage l �i�e�
at time l�	� �The range of l will be either l � �� �� ���� b���c� or� in other contexts�
all nonnegative integers� depending on whether we consider �nite or in�tine
horizon problems	� The policy at stage l for player i� uil� is a map fromHl to the
set of probability measures over the action spaceAi� �Hence at each time t � l��
player i� observing the history hl� chooses action ai with probability uil�aijhl		�
Let Fl be the discrete ��Algebra of subsets ofHl� Each initial distribution � and
policy pair u for the players uniquely de�ne a probability measure P u

� over the
space of samples H �equiped with the discrete ��algebra	� see e�g� ��� Denote
by Eu

� the corresponding expectation operator� On the above probability space

are now de�ned the random processes Xl and Al � �A�
l � A

�
l 	� denoting the state

and actions processes� When the initial distribution is concentrated on a single
state x� we shall denote the corresponding probability measure and expectation
by P u

x and Eu
x �

Let yj � X�A� IR� j � �� ���� k be some given bounded functions� Then Yt
in ���	 is given by

Yt � y�Xbt��c� Abt��c	� ��	

Yt and thus Zt are well de�ned stochastic processes� and are both Fb���c mea�
surable�

We shall be especially interested in the following classes of policies�
�i	 The Markov policies M��M�� these are policies where u

i
l depends only

on the current state �at time t � l�	 and on l� and does not depend on previous
states and actions� If a Markov policy ui � Mi is used by player i� we shall
denote

uil�ajx	 � the probability under ui of choosing a � Ai in state x at stage l�
��	

Denote M �M� �M��
�ii	 The stationary policies� denoted by S�� for player �� and S�� for player ��

A policy u is called stationary if ul depends only on the current state� and does

�



not depend on previous states and actions nor on the time� Let S �� S� � S��
If a stationary policy f is used� we shall denote by fx�a	 the probability under
f of choosing action a when in state x� When stationary policies f � �f�� f�	
are used by the players� we set

Pvfw � Pvf�f�w �
X
a��a�

Pva�a�wf
�
v �a

�	f�v �a
�	�

y�v� f	 � y�v� f�� f�	 �
X
a��a�

y�v� a�� a�	f�v �a
�	f�v �a

�	�

Let Pf � fPvfwg be the transition probabilities of the the Markov chain induced
by a stationary policy pair f � and let P l

f � f�P l
f �vwg be the l step transition

probabilities under f �
We make throughout the following assumption� which is a strong version

of the Simultaneous Doeblin Condition� introduced in �� Section ����� with a
communicating condition�
�A��� There exists a state x� � X and a positive real number q� such that

Pxfx� � q�� �x � Xf � S�

Let c be an n�dimensional vector representing the �linear	 operating cost
related to the process Zt� De�ne the cost�

Jzx�u
�� u�	 � E�u��u��

x cTZ�� Z� � z

when policies u�� u� are used by the players� and the initial state of the linear
system is z� and the initial state of the controlled Markov chain is x� In our
dynamic game� player � wishes to maximize Jzx�u

�� u�	 and player � wants to
minimize it� More precisely� de�ne the following problems�
Q��I � �nd a policy u� � U� that achieves

F �
I �x	 � sup

u��U�

inf
u��U�

Jzx�u
�� u�	

where Z� is obtained through ���	� If such a policy exists� then it is called
optimal for Q��I � If for some � and u� � U��

F �
I �x	 � inf

u��U�
Jzx�u

�� u�	 � �

then u� is called ��optimal for Q��I � One may consider also�
Q��II � �nd a policy u� � U� that achieves

F �
II�x	 � inf

u��U�
sup

u��U�

Jzx�u
�� u�	�
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De�ne similarly optimality and ��optimality of policies for Q��II � We clearly
have F �

II �x	 � F �
I �x	� If there exist some u � �u�� u�	 and � such that

F �
I �x	 � � � E�u��u��

x cTZ� � F �
II�x	 � ��

then u is called ��saddle point� or ��equilibrium strategy pair for Q�� �we need
not specify Q��I or Q��II	� If this holds for � � �� then u is called saddle point
or equilibrium strategy for Q��
Remarks�
�i	 Q��I is equivalent to the problem� �nd a policy u� � U� that achieves
supu��U� infu��U� cTZ�� where Zt � IRn is given by

d

dt
Zt � AZt �BE�u��u��

x Yt� t � ��� ��� Z� � z ��	

The same holds for Q��II �
�ii	 By solving the problem Q��I � one can also solve a problem with an integral
cost function� i�e� to �nd a policy u that achieves

sup
u��U�

inf
u��U�

E�u��u��
x

Z �

�

cTZtdt�

This is obtained by using a new variable Rt de�ned by dRt�dt � cTZt�
Note that the controllers do not require knowledge of the initial value z of

Z�� which may be assumed to be zero� More precisely� due to the linearity of
the system ���	� if a control strategy is optimal �or ��optimal	 for a given Z��
then it is optimal �or ��optimal� respectively	 for any other value of Z��

Our model is characterized by the fact that � is supposed to be a small
parameter� We construct a set of Markov policies u� � �u���� u���	 such that u�

is 	��	�equilibrium for Q�� where lim��� 	��	 � �� This implies� in particular�
that the game has the value in the limit as � � � and we call the mentioned
above sequence of Markov policies asymptotically saddle�point�

This paper is a continuation and generalization of our previous work ��
which solves a hybrid problem restricted to a single controller and to a �nite
state space� As in ��� the fact that � is small means that the variables Yt can
be considered to be fast with respect to Zt� since� by ��	� they may have a �nite
�not tending with � to zero	 change at each interval of the length �� This along
with the linearity of the system ��	 allow to decompose the game into stochastic
subgames on a sequence of intervals which are short with respect to the vari�
ables Zt �in the sense that Zt remain almost unchanged on these intervals	 and
which are long enough with respect to Yt �so that the corresponding stochastic
subgames show on these intervals there limit properties	�

The type of model which we introduce is natural in the control of inventories
or of production� where we deal with material whose quantity may change in a
continuous �linear	 way� Breakdowns� repairs and other control decisions yield
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the underlying controlled Markov chain� In particular� repair� or preventive
maintenance decisions are typical actions of a player that minimizes costs� If
there is some unknown parameter �disturbance	 of the dynamics of the system
�e�g� the probability of breakdowns	 which may change in a way that depends
on the current and past states in a way that is unknown and unpredictable
by the minimizer� we may formulate this situation as a zero�sum game� where
the minimizer wishes to guarantee the best performance �lowest expected cost	
under the worst case behavior of nature� Nature may then be modeled as the
maximizing player� �This yields Q��II �	

Our model may also be used in the control of highly loaded queueing net�
works for which the �uid approximation holds �see Kleinrock �� p� ��	� The
quantities Zt may then represent the number of customers in the di�erent queues
whereas the underlying controlled Markov chain may correspond to routing� or
�ow control of� say� some on�o� tra�c� with again� nature controlling some
disturbances in quantities such as service rates�

The structure of the paper is as follows� In Section �� we present the main
result� we construct the sequence of non�stationary policy for the hybrid control
problems Q��� We prove in Section �� that the sequence of policies introduced
in Section �� is indeed asymptotically saddle�point as � tends to zero� Proofs
of some technical lemmas are left to the Appendix�

Below� BT will denote the transpose of a matrix �or of a column vector	 B�
and jjBjj will denote the sum of absolute values of the components of B�

� Construction of ��equilibrium Markov strate�

gies

Consider a family of in�nite horizon stochastic games� all with the same state
and action spaces X and A as above� and the same transition probabilities P �
parametrized by a vector 
 � IRn� Let r � IRn�X�A � IR be the immediate
cost� i�e� r�
� x� a	 is the cost in the MDP 
� when at state x and the actions
chosen are a� r is given by

r�
� x� a	 � 
TBy�x� a	�

The de�nition of policies U � �U�� U�	 is as in Section ��� De�ne the following
cost functions� The �nite horizon total expected cost�

�m�
� �� u	 �� Eu
�

m��X
i��

r�
�Xi� Ai	 ��	

The in�nite horizon expected average cost�

��
� �� u	 �� lim
m��

�m�
� �� u	

m

�



Remark� The results of the paper are unchanged if the liminf is replaced by a
limsup in the de�nition of the in�nite horizon average cost�

A policy pair u� � �u���� u���	 � U is said to be a saddle point or an
equilibrium policy pair for problem 
 with in�nite horizon expected average
cost criterion� if for all u� � U�� u� � U��

��
� �� u�� u���	 � ��
� �� u���� u���	 � ��
� �� u���� u�	� ��	

Let f� � �f���� f���	� where f��� � S�� f
��� � S�� be some stationary equilibrium

policy pair for the expected average problem� The existence of such stationary
equilibrium policy pair �under assumption �A�		 is well known� see e�g� ���

��
	 �� ��
� �� f���� f���	 ��	

is then de�ned to be the value of the 
 stochastic game� and is known to be
independent on � �which we shall thus omit from the notation	� It can be
computed using value iteration� see e�g� ���

Let 
�t	 � IRn� t � ��� �� be the solution of

d

dt

t � �AT
t� 
� � �c ��	

i�e��


�t	 � eA
T ���t�c�

De�ne the following�

	 ���	�� a function of � such that

lim
���

���	 � �� lim
���

���	

�
�


���	 will be the length of sub�intervals of ���� during which we shall
use �xed stationary policies� �In each new sub�interval� a new stationary
policy has to be computed	�

	 �l �� l���	� l � �� �� 
� ���� b���	��c� is the instant at which the lth sub�
interval begins�

	 M� �� b���	��c is the number of sub�intervals�

	 �M��� �� ��

	 ml �� b�l � �	���	���c � b�l	���	���c�

	 u� �� �u���� u���	 is a pair of Markov policies de�ned by the players as
follows� each player i � �� 
 de�nes ui�� by applying f i����l�� i � �� 

during n � b�l��c� b�l��c��� ���� b�l����c� � l � �� �� ����M�� where f

i����l�

is de�ned in the paragraph above ���	� and by choosing an arbitrary action
at b���c�

�



Theorem ��� u� is an asymptotically saddle point� i�e� for every � there exists
some 	��	 with lim��� 	��	 � �� such that u� is 	��	�equilibrium for problem
Q���

Jzx�u
�� u���	� 	��	 � Jzx�u

���� u���	 � Jzx�u
���� u�	� 	��	� �u� � U�� u� � U��

��	
Moreover�

Jzx�u
���� u���	 � 
T ��	z �

Z �

�

��
�t		dt �O�	��		� ���	

where ��
	 was de�ned in �����

Remark� As follows from the proof below� one can choose

	��	 � O

�
max

�
���	�

�

���	

��
�

so taking ���	 � ����� one obtains 	��	 � O�����	�

� Proof of main result

The proof is based on the following Lemmas� whose proof is provided in the
appendix�

Lemma 	�� There exists some constant L such that for any initial distributions
�� � and  on the initial state X�� and any m�

�m�
� �� u�� f���	� L � �m�
� �� f���� f���	 ���	

� �m�
� � f���� u�	 � L� �u� � U�� u� � U�����	

and
j�m�
� �� f�	�m��
	j � L� ���	

where f� are de�ned below ����� and 
 belongs to a bounded set containing 
�t	�
t � ��� ���

Lemma 	�� The value functions �� de�ned in ����� are continuous functions
of 
�

Proof of Theorem ��� We �rst note that for each �xed �� the hybrid dynamic
game problem can be formulated as a �nite�horizon non�stationary zero�sum
stochastic game �see e�g� Nowak ��� �	� with bounded immediate cost� a count�
able state space and a �nite number of actions� Although we do not pursue
this direction� we conclude� that both players may restrict to Markov policies�
so that it su�ces in ���	 to restrict to Markov policies u� and u� �this follows
e�g� from Remark ��� in �� or Lemma ��� in ��	�

�



Due to the linearity of the system� for any u � M� one can write the value
of the hybrid game

Jzx�u	 � 
T ��	z �

Z �

�


T �t	BEu
xY �t	dt

which implies the inequality�����Jzx�u	� 
T ��	z �

M���X
l��

Eu
x

�

T ��l	B

Z �l��

�l

Y �t	dt

������ � L����	� ���	

where L� is some constant �that does not depend on u� x and z	� By ���	 we
have�

Eu
x

������
T ��l	B
Z �l��

�l

Y �t	dt� �

b�l���
��c��X

i�b�l���c


T ��l	By�Xi� Ai	

������ � L�� ���	

where L� is some constant �that does not depend on u� x and z	�
We de�ne for any Markov policy ui for player i the s�step shifted strategy

�jui by �
�jui

�
l
�ajx	 � uj�l�ajx	� �l� x� a � Ai

�we used ���	 for the notation of a Markov policy	� When both players use
Markov policies u � �u�� u�	� we shall use the notation �ju � ��ju�� �ju�	� For
any Markov policy pair u�

Eu
x

	

�
b�l���

��c��X
i�b�l���c


T ��l	By�Xi� Ai	

�
� � Eu

x

n
�ml

�

��l	� X�b�l�

��c	� �b�l�
��cu

�o
���	

�where �m is de�ned in ���	� Notice that by de�nition of the policies u��

Eu�

x

	

�
b�l���

��c��X
i�b�l���c


T ��l	By�Xi� Ai	

�
� � Eu

x

n
�ml

�

��l	� X�b�l�

��c	� f���l�
�o
���	

By ���	� for any distributions �� � and  on the state space� and �u� � U�� u� �
U��

�ml

�

��l	� �� �

b�l�
��cu�� f���

�
� L

� �ml
�

��l	� �� f

���� f���
�

� �ml

�

��l	� � f

���� �b�l�
��cu�

�
� L� �u� �M�� u

� �M��

�



which� along with ���	����	 implies that

E�u��u����
x

	

�
b�l���

��c��X
i�b�l���c


T ��l	By�Xi� Ai	

�
�� L

� E�u����u����
x

	

�
b�l���

��c��X
i�b�l���c


T ��l	By�Xi� Ai	

�
�

� E�u����u��
x

	

�
b�l���

��c��X
i�b�l���c


T ��l	By�Xi� Ai	

�
�� L

This� in turn� leads via ���	 to

E�u��u����
x 
T ��l	B

Z �l��

�l

Y �t	dt� �L� L�	�

� E�u����u����
x 
T ��l	B

Z �l��

�l

Y �t	dt

� E�u����u��
x 
T ��l	B

Z �l��

�l

Y �t	dt � �L� L�	�

and this� via ���	� to

Jzx�u
�� u���	� L����	� �L� L�	�M�

� Jzx�u
���� u���	

� Jzx�u
���� u�	 � L����	 � �L� L�	�M�

This proves ���	 with

	��	 � L����	 � �L� L�	�M� � L����	 � �L� L�	����	����

Now� from ���	 and ���	 it follows that������Eu�

x

	

�
b�l���

��c��X
i�b�l���c


T ��l	By�Xi� Ai	

�
��ml��
��l		

������ � L�

This� with ���	 and ���	� imply that�����Jzx�u���� u���	� 
T ��	z �

M���X
l��

��
��l		�ml

����� � L����	 � �L� L�	�M�� ���	

By de�nition of ml� we have

j�ml ����	j � 
�� ���	

�



On the other hand� since by Lemma ��� the function ��
	 is continuous� it
follows that it is uniformly continuous �since we need only consider a compact
set of 
	� so that�����

M���X
l��

��
��l		���	�

Z �

�

��
�t		dt

����� � O����		�

This� along with ���	 and ���	 establishs ���	�

� Appendix

Before proving Lemma ��� we introduce some de�nitions and quote some re�
sults from dynamic programming� De�ne the matrices �� D � X � X � IR
parametrized by the stationary policies f � �f�� f�	�

�f �vw	 �� lim
l��

�

l � �

lX
i��

�P i
f �vw� Df �v� w	 �

�X
l��

�
�P l

f �vw ��vw

�
�

De�ne the vector hf� � Dfr�
� f	� Consider a bounded vector of 
terminating
cost� � � X � IR� and de�ne the �nite horizon expected average cost corre�
sponding to � by

�m� �
� �� u	 �� Eu
�

��
m��X
i��

r�
�Xi� Ai	

�
� ��Xm	

�
�

De�ne the optimal cost against policy f����

�m� �
� x� f���	 � sup
u��U�

�m� �
� x� u�� f���	�

Lemma 
�� �i� Under any stationary policy pair f � �f is well de�ned and has
identical rows equal to the unique steady state probability under f � Moreover�

��
� f	 �� ��
� v� f	 �
X
w�X

�f �vw	r�
�w� f	�

and is independent of v � X�
�ii� D is well de�ned and

P
w�X jD

f �v� w	j are bounded by some constant D�
uniformly over all states v and all stationary policies of both players� Hence
jhf��v	j are bounded by some constant �h� uniformly in all stationary policies f �
all states v and all 
 in some compact set that contains 
�t	� t � ��� ���

��



�iii� The pair ���
� f�	� hf�	 is the unique bounded solution �the uniqueness of

hf� is up to an additive constant� of the dynamic programming equation

h�v	 � g � max
a��A�

�
r�
� a�� f���	 � Pva�f�wh�w	

�
�

�iv� �m� �
� v� f���	 satis�es the following dynamic programming equation�

����
� v� f
���	 �� ��v	

�m� �
� v� f���	 � max
a��A�

�
r�
� v� a�� f

���	 �
X
w�X

Pva�f���w�
m��
� �
�w� f���	

�

for all v � X�

Proof� The proof of �i	� �ii	 and �iii	 are given in Proposition ��� in �� �by
choosing � � � there	� �iv	 are well known� see e�g� �� �Note that when player
two restricts to a stationary policy� i�e� to f���� then player � is faced with a
standard Markov decision process �MDP		�

Proof of Lemma ��� We prove the inequality

�m�
� �� u�� f���	� L � m��
� �� f���� f���	�

The proof of the other one is the same� Consider the following terminating
costs�

��v	 � hf��v	 �
�h� v � X�

where �h is de�ned in Lemma �� �ii	� It follows from Lemma �� �ii	 that � � ��
This implies that for any m�

�m� �
� x� f���	 � �m�
� x� f���	� ���	

We now compute �m� �
� x� f���	 by Lemma �� �iv	�

����
� x� f
���	 � ��x	

����
� x� f
���	 � max

a��A�

�
r�
� x� a�� f

���	 �
X
w�X

Pxa�f���w�
�
��
�w� f

���	

�

� max
a��A�

�
r�
� x� a�� f

���	 �
X
w�X

Pxa�f���wh
f
��w	

�
� �h

� hf��x	 � ��
� f�	 � �h�

where the last equality follows from Lemma �� �iii	� We can now establish by
recursion that

�m� �
� x� f���	 � hf��x	 �m��
� f�	 � �h � m��
� f�	 � 
�h� ���	

��



Combining ���	 with ���	� we obtain

�m�
� �� u�� f���	� 
�h � m��
	

for any �� The reverse inequality

m��
	 � �m�
� �� u�� f���	 � 
�h

is obtained similarly� This implies both ���	 and ���	�

Proof of Lemma ��� From Lemma �� �i	� we have for any f � S� � S��

��
� f	 �
X
w

�f �vw	r�
�w� f	

�which in fact does not depend on v	� so for any 
�� 
� and any initial distribution
��

j��
�� �� f	� ��
�� �� f	j �
X
v

X
w

��v	�f �vw	jr�
� � w� f	� r�
�� w� f	j

� sup
w�a

jr�
�� w� a	� r�
�� w� a	j

� jj
� � 
�jj sup
w�a

jjBy�w� a	jj

Hence� for any initial distribution ��

��
�	� ��
�	 � ��
�� �� f
���� � f����	� ��
�� �� f

���� � f����	

� ��
�� �� f
���� � f����	� ��
�� �� f

���� � f����	

� jj
� � 
�jj sup
w�a

jjBy�w� a	jj

and� in the same way we obtain

��
�	� ��
�	 � jj
� � 
�jj sup
w�a

jjBy�w� a	jj �

Since y is bounded� we conclude that ��
	 is continuous in 
�
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