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Today’s Internet is well adapted to the evolution of protocols at various network layers.
Much of the intelligence of congestion control is delegated to the end users and they have
a large amount of freedom in the choice of the protocols they use. In the absence of a cen-
tralized policy for a global deployment of a unique protocol to perform a given task, the
Internet experiences a competitive evolution between various versions of protocols. The
evolution manifests itself through the upgrading of existing protocols, abandonment of
some protocols and appearance of new ones. We highlight in this paper the modeling capa-
bilities of the evolutionary game paradigm for explaining past evolution and predicting the
future one. In particular, using this paradigm we derive conditions under which (i) a suc-
cessful protocol would dominate and wipe away other protocols, or (ii) various competing
protocols could coexist. In the latter case we also predict the share of users that would use
each of the protocols. We further use evolutionary games to propose guidelines for upgrad-
ing protocols in order to achieve desirable stability behavior of the system.

� 2008 Elsevier B.V. All rights reserved.
1. Introduction

When transferring data between nodes, flow control
protocols are needed to regulate the transmission rates
so as to adapt to the available resources. A connection that
looses data units has to retransmit them later. In the ab-
sence of adaptation to the congestion, the on going trans-
missions along with the retransmissions can cause
increased congestion in the network resulting in losses
and further retransmissions by this and/or by other con-
nections. This type of phenomenon, that had lead to sev-
eral ‘congestion collapses’ [15], motivated the evolution
of the Internet transport protocol, TCP, to a protocol that
reduces dramatically the connection’s throughput upon
congestion detection.

The possibilities to deploy freely new versions of proto-
cols on terminals connected to the Internet creates a com-
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petition environment between protocols. Much work has
been devoted to analyze such competition and to predict
its consequences. The two main approaches for predicting
whether one version of a protocol would dominate another
one are

� Inter-Population Competition (IRPC): One examines local
interactions between connections of different types that
interact with each other (by sharing some common bot-
tleneck link). If a connection that corresponds to one
version performs better in such an interaction, then
the IRPC approach predicts that it would dominate and
that the other version would vanish.

� Intra-Population Competition (IAPC): In this approach one
studies the performance of a version of a protocol assum-
ing a world where all connections use that version. This is
repeated with the other version. One then predicts that
the version that gives a better world would dominate.

We address the dominance question with the evolu-
tionary game paradigm and provide an alternative answer
along with a more detailed analysis of this competition
scenario. Our approach predicts whether one can expect
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one protocol to dominate the other or whether the two
protocols can be expected to coexist. It provides with the
tools for computing the share of the population that is ex-
pected to use each version in case the versions would coex-
ist. Finally, it provides a description of the dynamics of the
competition, which may result in a stable behavior that
consists of a convergence to some equilibrium, or it may
display instabilities and oscillations. By identifying the
conditions for a stable behavior, one can provide guidelines
for upgrading protocols so as to avoid undesirable oscillat-
ing behavior.
1.1. Background on evolutionary games

The evolutionary games formalism studies two con-
cepts: the ESS (for Evolutionary Stable Strategy), and the
Evolutionary Game Dynamics. The ESS, defined in 1972
by the biologist Maynard Smith [20], is characterized by
a property of robustness against invaders (mutations).
More specifically, (i) if an ESS is reached, then the propor-
tions of each population do not change in time. (ii) at ESS,
the populations are immune from being invaded by other
small populations. This notion is stronger than Nash equi-
librium in which it is only requested that a single user
would not benefit by a change (mutation) of its behavior.
Although ESS has been defined in the context of biological
systems, it is highly relevant to engineering as well (see
[26]). In the biological context, the replicator dynamics re-
flects and models the self organization of behaviors in a
population or the self organization of the size of the pop-
ulation(s). In engineering, we can go beyond characteriz-
ing and modeling existing evolution. The evolution of
protocols can be engineered by providing guidelines or
regulations for the way to upgrade existing ones and in
determining parameters related to deployment of new
protocols and services. In doing so we may wish to
achieve adaptability to changing environments (growth
of traffic in networks, increase of speeds or of congestion)
and yet to avoid instabilities that could otherwise prevent
the system to reach an ESS.
1.2. Objectives

Our first objective is to provide a framework to describe
and predict evolution of protocols in a context of competi-
tion between two types of behaviors: aggressive and
peaceful. We compute the ESS for congestion protocols of
different degree of aggressiveness. We identify cases in
which at ESS, only one population prevails (ESS in pure
strategies) and others, in which an equilibrium between
several population types is obtained. To study this, we
map the problems, whenever possible, into the Hawk and
Dove game. We then study the convergence of the replica-
tor dynamics to it.

The second objective of the paper is to provide a frame-
work for controlling evolutionary dynamics (changing or
upgrading protocols) through the choice of a gain parame-
ter governing the replicator dynamics. We address the fol-
lowing two design issues concerning this choice:
(i) The tradeoff between fast convergence and stability.
We identify a simple threshold on the gain parame-
ter in the replicator dynamics such that the stability
is only determined by whether we exceed or not the
threshold.

(ii) The stability as a function of delays. We derive new
stability conditions for the replicator dynamics in
the Hawk and Dove game with non-symmetric
delays and apply it to the evolution of the MAC
and transport layer protocols.

1.3. Related work

We describe in Section 3 other work on competition be-
tween TCP versions. We briefly mention some other work
of evolutionary games applied to the networking context.
The earliest publication we know of that proposes the
use of evolutionary games in networking is [29] that stud-
ies through simulations some aspects of competition be-
tween TCP users. The ESS concept has later been used in
[6] in the context of ALOHA with power control. Some as-
pects of replicator dynamics (without delays) have been
studied in [21] in the context of the association problem
between access points in wireless local area networks.
Other applications of evolutionary games to wireless net-
works are [8,14] and references therein as well as [7] on
which Section 4 is based. (Ref. [7] is a preliminary version
of this paper that does not include the part on competition
over wireline.) For an application of evolutionary game to
competitive routing see [9].
1.4. Structure

The paper is structured as follows. We first provide in
the next section the needed background on evolutionary
games. We summarize work on competition between TCP
versions in Section 3. We then study the ESS for congestion
control protocols (Sections 4 and 5). After that, we investi-
gate the impact of the choice of some parameters in the
replicator dynamics on the stability of the system in Sec-
tion 6. Finally we give some numerical investigations and
we conclude with concluding remarks.
2. ESS and replicator dynamics

Consider a large population of players. Each individual
needs occasionally to take some action. We focus on some
(arbitrary) tagged individual. The actions of some M (pos-
sibly random number of) other individuals may interact
with the action of the tagged individual (e.g. some other
connections share a common bottleneck). In order to make
use of the wealth of tools and theory developed in the biol-
ogy literature, we shall restrict here (as they do), to inter-
actions that are limited to pairwise, i.e. to M = 1. This will
correspond to networks operating at light loads, such as
sensor networks that need to track some rare events such
as the arrival at the vicinity of a sensor of some tagged
animal.
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We define by J(p,q) the expected payoff for our tagged
individual if it uses a strategy p when meeting another
individual who adopts the strategy q. This payoff is called
‘‘fitness” and strategies with larger fitness are expected
to propagate faster in a population.

We assume that there are N pure strategies. A strategy
of an individual is a probability distribution over the pure
strategies. An equivalent interpretation of strategies is ob-
tained by assuming that individuals choose pure strategies
and then the probability distribution represents the frac-
tion of individuals in the population that choose each
strategy.

2.1. Evolutionary Stable Strategies (ESS)

Suppose that the whole population uses a strategy q
and that a small fraction � (called ‘‘mutations”) adopts an-
other strategy p. Evolutionary forces are expected to select
q against p if:

Jðq; �pþ ð1� �ÞqÞ > Jðp; �pþ ð1� �ÞqÞ: ð1Þ

A strategy q is said to be ESS if for every p – q there exists
some �̂y > 0 such that (1) holds for all � 2 ð0; �̂yÞ.

In fact, we expect that if for all p – q,

Jðq; qÞ > Jðp; qÞ; ð2Þ

then the mutations fraction in the population will tend to
decrease (as it has a lower reward, meaning a lower
growth rate). The strategy q is then immune to mutations.
If it does not but if still the following holds,

Jðq; qÞ ¼ Jðp; qÞ and Jðq; pÞ > Jðp; pÞ 8p–q; ð3Þ

then a population using q are ‘‘weakly” immune against a
mutation using p since if the mutant’s population grows,
then we shall frequently have individuals with strategy q
competing with mutants; in such cases, the condition
J(q,p) > J(p,p) ensures that the growth rate of the original
population exceeds that of the mutants. A strategy is ESS
if and only if it satisfies Eqs. (2) or (3), see [27, Proposition
2.1]. The conditions to be an ESS can be related to and
interpreted in terms of Nash equilibrium in a matrix game.
The situation in which an individual, say player 1, is faced
with a member of a population in which a fraction p
chooses strategy A is then translated to playing the matrix
game against a second player who uses mixed strategies
(randomizes) with probabilities p and 1 � p, resp. The cen-
tral model that we shall use to investigate protocol evolu-
tion is introduced in the next subsection along with its
matrix game representation. For more on the relation be-
tween ESS and Nash equilibria, see [25].

2.2. The Hawk and Dove (HD) game

Consider a large population of animals. Occasionally
two animals find themselves in competition on the same
piece of food. An animal can adopt an aggressive behavior
(Hawk) or a peaceful one (Dove). The matrix in Fig. 1 pre-
sents the fitness of player I (some arbitrary player) associ-
ated with the possible outcomes of the game as a function
of the actions taken by each one of the two players. We as-
sume a symmetric game so the utilities of any animal (in
particular of player 2) as function of its actions and those
of a potential adversary (in particular of player 1), are the
same as those player 1 depicted in Fig. 1. The utilities
(i.e. fitness) represent the following:

An encounter D–D results in a peaceful, equal-sharing of
the food which translates to a fitness of 0.5 to each
player.
An encounter H–H results in a fight in which with equal
chances, one or the other player obtains the food but
also in which there is a positive probability for each
one of the animals to be wounded. Then the fitness of
each player is 0.5 � d, where the 0.5 term is as in the
D–D encounter and the �d term represents the
expected loss of fitness due to being injured.
An encounter H–D or D–H results in zero fitness to the D
and in one unit of utility for the H that gets all the food
without fight.

One can think of other scenarios that are not covered in
the original H–D game, such as the possibility of a Hawk to
find the Dove, in a H–D encounter, more delicious than the
food they compete over. A generalized version [24] of the
HD game given in Fig. 2 is characterized by
A11 < A22 < A12 and A21 < A22. In that case,

(1) If A11 > A21 then the pure strategy H is the unique
ESS.

(2) If A11 < A21 then there is a unique ESS p ¼ ðpL; pHÞ,
it is a mixed strategy given by pH ¼ u=ðuþ vÞ where
Ai j ¼ Jði; jÞ; i; j 2 fH;Dg; u ¼ A12� A22; v ¼ A21�
A11.

Remark 2.1.

(i) Note that there are no settings of parameters for
which the pure strategy D is an ESS in the H–D game
(or in its generalized version).

(ii) In case 2 above, the strategies (H,D) and (D,H) are
pure Nash equilibria in the matrix game. Being
asymmetric, they are not candidates for being an
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ESS according to our definition. There are however
contexts in which one obtains non-symmetric ESS,
in which case they turn out to be ESS.
2.3. Evolution: replicator dynamics

We introduce here the replicator dynamics which de-
scribes the evolution in the population of the various strat-
egies. In the replicator dynamics, the share of a strategy in
the population grows at a rate equal to the difference be-
tween the payoff of that strategy and the average payoff
of the population. More precisely, consider N strategies.
Let x be the N-dimensional vector whose ith element xi is
the population share of strategy i (i.e. the fraction of the
population that uses strategy i). Thus, we have

P
ixi ¼ 1

and xi P 0. Below we denote by J(i,k) the expected payoff
(or the fitness) for a player using strategy i when it encoun-
ters a player with strategy k. With some abuse of notation
we define Jði;xÞ ¼

P
jJði; jÞxj. Then the replicator dynamics

is defined as

_xiðtÞ ¼ xiK Jði;xÞ �
X

j

xjJðj;xÞ
 !

¼ xiK
X

j

xjJði; jÞ �
X

j

X
k

xjJðj; kÞxk

 !
; ð4Þ

where K is a positive constant and _xiðtÞ :¼ dxiðtÞ=dt. Note
that the right hand side vanishes when summing over i.
This is compatible with the fact that we study here the
share of each strategy rather than the size of the popula-
tion that uses each one of the strategies.

2.4. Replicator dynamics with delay

In Eq. (4), the fitness of strategy i at time t has an instan-
taneous impact on the rate of growth of the population size
that uses it. An alternative more realistic model for replica-
tor dynamic would have some delay: the fitness acquired
at time t will impact the rate of growth s time later. We
then have:

_xiðtÞ ¼ xiðtÞK �
X

j

xjðt� sÞJði; jÞ �
X

j;k

xjðtÞJðj;kÞxkðt� sÞ
 !

;

ð5Þ

where K is some positive constant. (It can be interpreted as
a scaling factor of the fitness J(,.,) or as a gain parameter
that controls the speed of adaptation. More details will
be given in Section 6.1.) The delay s represents a time scale
much slower than the physical (propagation and queueing)
delays, it is related to the time scale of (i) switching from
the use of one protocol to another (ii) upgrading protocols.
3. Background on competition between congestion
control protocols

There are various versions of the TCP protocol among
which the mostly used one is New-Reno. The degree of
‘aggressiveness’ varies from version to version. The behav-
ior of New-Reno is approximately AIMD (Additive Increase
Multiplicative Decrease): it adapts to the available capacity
by increasing the window size in a linear way by a packets
every round trip time and when it detects congestion it de-
creases the window size to b times its value. The constants
a and b are 1 and 1/2, respectively, in New-Reno.

In last years, more aggressive TCP versions have ap-
peared, such as HSTCP (High Speed TCP) [22] and Scalable
TCP [16,12,3]. HSTCP can be modeled by an AIMD behavior
where a and b are not constant anymore: a and b have
minimum values of 1 and of 1/2, resp. and both increase
as the window size increases. In other words, the values
of a and b increase as new acknowledgements arrive, as
long as no congestion is detected. Scalable TCP is an MIMD
(Multiplicative Increase Multiplicative Decrease) protocol,
where the window size increases exponentially instead of
linearly and is thus more aggressive. Versions of TCP which
are less aggressive than the New-Reno also exist, such as
Vegas [11].

Several researchers have analyzed the performance of
networks in which various transport protocols coexist,
see [23,10,1,4,17]. In all these papers, the population size
using each type of protocol is fixed.

Some papers have already considered competition be-
tween aggressive and well behaved congestion control
mechanisms within a game theoretic approach. Their con-
clusions in a wireline context was that if connections can
choose selfishly between a well behaved cooperative
behavior and an aggressive one then the Nash equilibrium
is obtained by all users being aggressive and thus in a con-
gestion collapse [13,18].

We introduce in the next two sections two models of
competition between TCP versions, both can be modeled
within the framework of the Hawk and Dove game. This
will allow us to predict whether a given version of TCP is
expected to dominate others (ESS in pure strategies, which
means that some versions of TCP would disappear) or
whether several versions would coexist. The first model
is adapted to competition in wireless networks and the
second to wireline networks.
4. Competition in wireless networks

During the last few years, many researchers have
been studying TCP performances in terms of energy con-
sumption and average goodput within wireless networks
[19,28]. Via simulation, the authors show that the TCP
New-Reno can be considered as well performing within
wireless environment among all other TCP variants and
allows for greater energy savings. Indeed, a less aggres-
sive TCP, as TCP New-Reno, may generate lower packet
loss than other aggressive TCP. Thus the advantage of
an aggressive TCP in terms of throughput could be com-
pensated with energy efficiency of a more gentle TCP
version. (In Section 5, we shall illustrate another consid-
eration that affects the competition between TCP ver-
sions.) The goal of this section is to illustrate this
point, as well as its possible impact on the evolution of
the share of TCP versions, through a simple model of
an aggressive TCP.
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4.1. The model

We consider two populations of connections, all of
which use AIMD TCP. A connection of population i is char-
acterized by a linear increase rate ai and a multiplicative
decrease factor bi. Let fiðtÞ be the transmission rate of con-
nection i at time t. We consider the following simple model
for competition:

(i) The RTT (round trip times) are the same for all
connections.

(ii) There is light traffic in the system in the sense that a
connection either has all the resources it needs or it
shares the resources with one other connection. (If
files are large then this is a light regime in terms of
number of connections but not in terms of
workload.)

(iii) Losses occur whenever the sum of rates reaches the
capacity C: f1(t) + f2(t) = C.

(iv) Losses are synchronized: when the combined rates
attain C, both connections suffer from a loss. This
synchronization has been observed in simulations
for connections with RTTs close to each other [2].
The rate of connection i is reduced by the factor
bi < 1.

(v) As long as there are no losses, the rate of connection
i increases linearly by a factor ai.

We say that a TCP connection i is more aggressive than
a connection j if ai P aj and bi P bj. Let �bi :¼ 1� bi. Let yn

and zn be the transmission rates of connection i and j,
respectively, just before a loss occurs. We have
yn þ zn ¼ C. Just after the loss, the rates are b1yn and b2zn.
The time it takes to reach again C is

Tn ¼
C � b1yn � b2zn

a1 þ a2
;

which yields the difference equation:

ynþ1 ¼ b1yn þ a1Tn ¼ qyn þ
a1C�b2

a1 þ a2
;

where q ¼ a1b2þa2b1
a1þa2

. The solution is given by

yn ¼ qny0 þ
a1C�b2

a1 þ a2

� �
1� qn

1� q
:

4.1.1. HD game: throughput-loss tradeoff
In wireline, the utility related to file transfers is usually

taken to be the throughput, or a function of the throughput
(e.g. the delay). It does not explicitly depend on the loss
rate. This is not the case in wireless context. Indeed, since
TCP retransmits lost packets, losses present energy ineffi-
ciency. Since energy is a costly resource in wireless, the
loss rate is included explicitly in the utility of a user
through the term representing energy cost. We thus con-
sider fitness of the form Ji ¼ Thpi � kR for connection i; it
is the difference between the throughput Thpi and the loss
rate R weighted by the so called tradeoff parameter, k, that
allows us to model the tradeoff between the valuation of
losses and throughput in the fitness. We now proceed to
show that our competition model between aggressive
and non-aggressive TCP connections can be formulated as
a HD game. We study how the fraction of aggressive TCP
in the population at (the mixed) ESS depends on the trade-
off parameter k.

Since |q| < 1, we get the following limit �y of yn when
n ?1:

�y ¼ a1C�b2

a1 þ a2
� 1
1� q

¼ a1
�b2C

a1
�b2 þ a2

�b1
:

It is easily seen that the share of the bandwidth (just before
losses) of a user is increasing in its aggressiveness. Hence
the average throughput of connection 1 is

Thp1 ¼
1þ b1

2
� a1

�b2

a1
�b2 þ a2

�b1
� C:

The average loss rate of connection 1 is the same as that of
connection 2 and is given by

R ¼ 1
T
¼ a1

�b1
þ a2

�b2

� �
1
C

where T ¼
�b1

�b2C
a1

�b2 þ a2
�b1

with T being the limit as n ?1 of Tn.
Let H corresponds to ðaH; bHÞ and D to ðaD; bDÞ such that

aH P aD and bH P bD. Then, for i = 1,2,
ThpiðH;HÞ ¼ ThpiðD;DÞ. Since the loss rate for any user is
increasing in a1, a2, b1, b2 it then follows that
J(H,H) < J(D,D), and J(D,H) < J(D,D). We conclude that the
utility that describes a tradeoff between average through-
put and the loss rate leads to the HD structure.

The mixed ESS is given by the following probability of
using H:

x�ðkÞ ¼ g1 � g2k
g3

where

g1 ¼ �l 1þ b1

2
� 1þ b2

4

� �
C; g2 ¼

1
C

a1
�b1
� a2

�b2

� �
;

g3 ¼ C
1
2
� l

� �
b1 � b2

2
; l ¼ a2ð�b1Þ

a2ð�b1Þ þ a1ð�b2Þ
:

where �l :¼ 1� l. Note that g2 and g3 are positive. Hence,
the equilibrium point x* decrease linearly on k. We con-
clude that applications that are more sensitive to losses
would be less aggressive at ESS (Braess type paradoxes
do not occur here).

For more details on this model, including the tradeoff
between transient and steady-state behavior, we refer
the reader to Altman et al. [7].

5. Competition in wireline networks

5.1. Tradeoff between throughput and fairness

Consider a number of TCP connections that share a
common bottleneck. We study the competition between
the New-Reno version of TCP and the Scalable version of
TCP that has been proposed [16] in the context wireline
networks that are characterized by a very high speed
and has long distance (and thus large delays). Scalable
TCP is then much more aggressive than the New-Reno
TCP as it is an MIMD (Multiplicative Increase Multiplica-
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tive Decrease) protocol, where the window size in-
creases exponentially instead of linearly at the absence
of losses. It is also more aggressive when losses are de-
tected: it decreases its window size (and thus the trans-
mission) rate to 0.875 times the one it had prior to the
loss (instead of to halving it as is done in New-Reno).
We begin by examining the Inter- and Intra-Population
Competition.

5.2. Intra-Population Competition

If the connections are all symmetric and use the
same AIMD version, then we know that they share
equally the bandwidth [5]. Moreover if the number of
connections or the buffer size is large then the connec-
tions use all the available bandwidth so that the
throughput per connection is the capacity of the bottle-
neck link divided by the number of connections that
share the bottleneck.

The situation is different when a bottleneck link is
shared between symmetric MIMD connections. The con-
nections suffer from a high level of unfairness under vari-
ous scenarios. We briefly summarize some central
findings in [4]:

� The case of synchronized losses: if all connections suffer
a loss at the same time then the bandwidth share of each
connection remains constant in time. This is particularly
harmful for new connections that may not be able to
grab throughput.

� The case of asynchronous losses: in case that there are
some asynchronous random losses (with or without
synchronous losses that are due to congestion), the
bandwidth is shared more evenly: the average through-
puts tend to be the same after a very long time.

Remark 5.1. The situation that we described corresponds
to symmetric connections. In case the round trip times are
not the same, the throughput share between the connec-
tions is inversely proportional to the RTT. In MIMD, in
contrast, the connection with larger RTT gets almost no
bandwidth.

As for the throughput, MIMD is able indeed to use all
the available link capacity (provided that there are buffers;
the buffer size needed for full utilization are much smaller
than those needed in AIMD. Below we do not consider this
aspect.)

5.3. Inter-Population Competition

The way bandwidth is shared between TCP connections
of different types (AIMD and MIMD) that share a common
bottleneck is complex and depends on various factors. We
shall restrict our discussion to links with high bandwidth
and large buffering. In those conditions, an MIMD connec-
tion gets more throughput than AIMD does. As for fairness,
the problems of no fairness (in the sense that the initial
share remains the same) or fairness on a very slow time
scale, do not occur between two connections of different
types (AIMD and MIMD).
5.4. The game formulation

Consider a competition between a large population of
users where a fraction of them use an AIMD version of
TCP and another MIMD connection sharing a common bot-
tleneck link. We can now use the above description to de-
fine the structure of the evolutionary game. There are
many pairwise interactions described through the matrix
game of the form given in Fig. 2 where H (Hawk) stands
for the MIMD TCP and D (Dove) stands for AIMD. Let the
fitness of a player that uses an action i that interacts with
a player that plays j be given as Fði; jÞ ¼ hði; jÞ � f ði; jÞwhere
h(i, j) is the throughput part corresponding to the share of
the bottleneck capacity that the player receives and f is a
disutility for lack of fairness. f(i, j) is zero except for the case
i = j = H; h(i, j) = 0.5 when i = j, where as hðH;DÞ ¼
1� hðD;HÞ ¼ a where a is some positive constant smaller
than 0.5. Denoting d ¼ 0:5� f ðH;HÞwe obtain the fitnesses
as given in Fig. 3.

5.5. Characterizing the ESS

We note that the conditions defining a Generalized
Hawk and Dove game as defined in Section 2.2 are indeed
satisfied. We thus conclude the following:

� AIMD is never a dominant strategy (i.e. there is no ESS
where all the population uses AIMD). To understand
this, we note that if all used AIMD then a shift of a small
fraction of the population to MIMD would give this frac-
tion a larger fitness, since MIMD would get a larger
throughput when interacting with AIMD but it would
almost never suffer from the fairness problem since
encounters between MIMD connections would be quite
rare.

� MIMD may, on the other hand, be dominant. This occurs
if d > a. In other words, if users did not care much about
the fairness problems of MIMD, then its share in the
population could be expected to grow to 1 and AIMD
could disappear.

� If d < a then the unique ESS consists of a coexistence
between AIMD and MIMD. At ESS, the fraction using
MIMD is given by

p ¼ 1� 2a
1� 2d

:

5.6. Conclusion

We have mentioned in the introduction two simplistic
approaches for predicting which population would domi-
nate. The Intra-Population Competition (IAPC) compares
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a world with only one type of behavior and compares the
corresponding utility; in our case it would amount to
observing that F(D,D) > F(H,H) and thus would wrongly
suggest that AIMD would dominate the MIMD and their
share would be one, where as we know that this possibility
never occurs.

The Inter-Population Competition (IRPC) compares only
the interactions that involve H and D and it would predict
that MIMD would dominate since it gets better fitness in
these interactions. This prediction is again wrong; indeed,
we have seen that both population may coexist in spite
of having F(H,D) > F(D,H) provided that d < a.

6. Architecting evolution

We study in this section numerically Eq. (5); we focus
on the choice of two parameters in this replicator dynam-
ics that impact the stability of the evolution process of pro-
tocols: the gain parameter K and the delay s. The standard
replicator dynamics (4) appearing in the evolutionary
game literature is defined with K = 1. K’s other than one
can be interpreted as if the utilities J were multiplied by
a constant. Alternatively, it can be seen as scaling time.
The parameter K can thus be used to accelerate the rate
of convergence in (4).

6.1. The impact of K and s on the stability

We consider below the case of two players and two ac-
tions. Define

d1 ¼ JðB;AÞ � JðA;AÞ; d2 ¼ JðA;BÞ � JðB;BÞ;

d ¼ d1 þ d2; h ¼ dp
2d1d2

:

6.1.1. Guidelines for an evolution framework
For K = 1, it has been shown in [24] that if the delay s in

(5) satisfies s < h then the mixed ESS (given in Section 2.2)
is asymptotically stable.

For general K, we note that a change of variables can
bring Eq. (5) to an equivalent form with K = 1. Indeed, let
niðtÞ :¼ xiðsÞ where s = t/K. Then,

_niðtÞ ¼
1
K

dxiðsÞ
ds

¼ xiðsÞ
X

j

xjðs� sÞJði; jÞ �
X

j;k

xjðsÞJðj; kÞxkðs� sÞ
 !

¼ niðtÞ
X

j

njðt � KsÞJði; jÞ �
X

j;k

njðtÞJðj; kÞnkðs� KsÞ
 !

:

ð6Þ

Thus we can use the result of Tao and Wang [24] to con-
clude that the stability condition for general K is given sim-
ply by

sK < h: ð7Þ

This provides us with an important guideline for designing
evolutionary protocols. In order for such a protocol to be
scalable to any delay, the product of the adaptation speed
parameter K and delay s should be O(1). Thus the larger the
delay is, the slower we should react to the fitness of a strat-
egy being used.

We note that this type of scaling is quite familiar in
other networking contexts: the internet transport protocol
TCP has a throughput that scales according to 1/RTT
(where RTT is the round trip delay). This scaling is obtained
by a self clocking mechanism based on ACKs that trigger
new transmissions.

An alternative way to obtain the stability condition for
general K is to view K as a scaling parameter for the fit-
nesses. Indeed, we may define eJð:; :Þ ¼ KJð:; :Þ as a new fit-
ness and then the replicator dynamics becomes:

_xiðtÞ ¼ xiðtÞ
X

j

xjðt � sÞeJði; jÞ �X
j;k

xjðtÞeJðj; kÞxkðt � sÞ
 !

:

ð8Þ

Since the new h is also scaled by a factor of K we obtain the
same stability condition as before.

6.2. Numerical investigation

6.2.1. Impact of gain parameter
Our first numerical experiment studies the behavior of

the replicator dynamics for the case of one delay unit as
a function of K: we check the speed of convergence and
the stability of the replicator dynamics as a function of
the gain parameter K. We consider the following fixed
parameters: we chose s to be one unit, i.e. s = 1. This choice
is without loss of generality since one can always rescale
the model accordingly.

We further chose d = 2/3, and let K vary between 0.16
and 15. With this range of K we cover both the stability re-
gion where the stability condition is satisfied as well as the
one it does not. A unique mixed ESS exists for these param-
eters, for which the fraction of the population using H is 3/
4.

The resulting trajectories of the population ratio using
the first strategy, H, as a function of time, is given in
Fig. 4 top. For K = 0.16, we have stability but the conver-
gence speed is slow. The other extreme is illustrated for
K = 15 which is seen to be unstable: it oscillates rapidly
and the amplitude is seen to grow slowly.

6.2.2. Impact of delay
We now keep K constant and evaluate the stability

varying the delay between 0.016 and 15 time units. When
s = 0.016 the system is stable but the rate of convergence
to the interior equilibrium is not fast. For s = 15 the system
is unstable, the solution oscillates around the equilibrium
x* = 3/4.

6.2.3. Oscillating solution and dependence on the initial state
In Fig. 4 bottom, we display an oscillatory behavior of

the population ratios as function of time for two different
initial values of x(0) = 0.03 and x(0) = 0.97 with K = 15
and s = 1. It corresponds to an unstable regime in which
the ESS is not attained. The trajectories are seen to con-
verge to periodic ones. The limit trajectories look the same
and do not depend on the initial state except for a
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dependence through the phase. In this unstable regime,
more than one protocol coexist and the ratio of population
sizes using the protocols has oscillations with large
amplitude.

6.2.4. Validation of stability conditions
In both top and middle parts of Fig. 4, we observe that

we have stability when sK < 4p ’ 12.56. Indeed, in top part
of Fig. 4, the parameter s = 1, hence the stability condition
(7) becomes K < 12.56. This actually confirms that using
K = 0.16, 1, 1.56, 12, the system is stable and using
K = 15, the system is unstable. We observe the same behav-
ior when keeping K constant and varying the delay s.

7. Concluding remarks

In this paper, we have studied evolutionary aspects of
congestion control protocols using the biological paradigm
of evolutionary games. We have studied the questions of
whether one could expect one type of protocol to wipe away
another one or whether we may expect protocols to coexist.
In the latter case we provided a quantitative characteriza-
tion of the share that each protocol could be expected to
have in the whole population at equilibrium. We then iden-
tified conditions under which there is a convergence to the
equilibrium and obtained examined the oscillating behav-
ior that occurs when there is no convergence. The condi-
tions that guarantee convergence can be used a guidelines
for deployment of new protocols so that the users upgrades
would result in a stable system wide behavior.
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