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1. INTRODUCTION
The validation of new network protocols is a complex task
requiring mathematical analysis, simulation and experimen-
tation with networking platforms. Recently, two types of
experimentation platforms with different objectives were de-
veloped : emulation testbeds offering controlled conditions
and experimentation overlays like PlanetLab and OneLab,
offering real networking conditions. In this paper, we pro-
pose an experimentation methodology to validate network
experiments on real overlay platforms. This methodology
aims to enable researchers to follow a concrete structure,
defining a common set of experimental steps, which involves
the definition, execution, processing, analysis and storage of
the statistics obtained by experimentation.

As stated before, experimentation platforms can be classi-
fied in two types : Emulation testbeds, which offer controlled
conditions for the experiments [1], [2] and Real Overlays

aiming to do experimentation on top of production net-
works, which offer access through virtualization to real work-
ing conditions [3], [4].

In real overlays, the traffic generated by an experiment shares
real paths and restrictions with other users’ traffic. Since
networking conditions vary with time, experimental results
obtained will also vary. To take into account these vary-
ing conditions, it is important to use a common methodol-
ogy to first establish the experimental setup, executing the
experiment, capturing, processing and storing the results.
Provided that a strict methodology has been followed, re-
searchers are able to compare between experiments which
were executed under the same setup from one run to the
following. For example, if the load increases, it is interest-
ing to be able to check whether the protocol or application
under test will react (or not) to this change. In order to an-
alyze this possible reaction, the traffic variation load must
be registered.

The methodology we propose is based on the main objec-

tive of networking experimentations: the validation of an al-
gorithm, protocol or application under realistic conditions.
Unlike emulation testbeds, whose aim is controlling network
conditions so that one is able to reproduce the same experi-
ment, real overlays provide no control on network conditions.
Basically real overlays will allow to repeat experiments with
the same setup in a different time or place and to analyze
in detail the effect of varying network conditions on the per-
formance on the protocol under study.

From this analysis, several important items arise. The lay-
out (or the setup) of the experiment must be well defined;
this is critical if part of the experiment is executed within
a wireless network since not only traffic load or delay can
change with time, but also transmission conditions due to
environmental factors. All the participating devices (includ-
ing stations, access points, routers, switches, links) have spe-
cific configuration which must be saved in order to reproduce
these conditions. During the execution of the experiment,
the network variations must be monitored and registered
too, in order to correlate them with the captured data. An-
other important item is the data capture process: on the
one hand, this process describes all algorithms and statisti-
cal functions to obtain the results; on the other hand, raw
data processing extracts parameters which can be used to
compare the different runs of the same experiment between
them. Finally, all these items must be classified and stored
in an efficient way to enable easy access to the data. In
a later stage, this stored data can be used to extract new
results, and to build new experiments based on the same
setup.

2. METHODOLOGY DESCRIPTION
We propose the following methodology, made up of a se-
quence of six steps for each proposed experiment, as illus-
trated in fig 1.

The first step, called the Layout Definition, includes the
description of the environment, the hardware and software
components used, and the configuration of each of the par-
ticipating devices, such as nodes, routers, access points and
links. In order to achieve reproductibility, the user must be
able to rebuild the same experimentation layout in another
place or at another moment by loading and executing the
same group of steps.

The second step is called Parameter Configuration. With all
the devices already configured and tested, the experimenta-
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Figure 1: Experimentation Methodology

tion sequence must be defined in detail: when to capture,
when to generate traffic and which kind of traffic pattern,
how many times the experiment must be repeated, and at
what timescale. The timescale is an important item since
the networking conditions can change according to time, for
example.

The third step consists of the experiment itself; it is called
Multiple runs and Capture. This stage executes the runs
as many times as defined in the former step, following the
predefined sequence. All the devices must have their time
bases synchronized, to execute the tasks within schedule and
to timestamp the captured packets as they traverse the net-
work. During this stage, raw data from the network is ac-
quired and stored to be further processed. Realtime moni-
toring is used here to check the evolution of key parameters
like traffic load and packet loss during the experiment, so as
to discover anomalies or divergences before the processing
stage.

The fourth step, called Processing, aims to handle offline
statistics. This stage comprises synchronizing the packet
timestamps from the packet traces, correlating and detecting
missing packets, filtering and extracting parameters from
the stored statistics.

The fifth step, called Analysis, aims to present the experi-
mental results. Once the data has been processed, the re-
sults must take a human readable form as a graphical rep-
resentation of the data. Timelines, flowcharts, bar graphs
and curves are typical examples of these representations.

The sixth step is called Packing and Storage: Here the data
is classified, organized and stored in an easily recoverable

way. The package includes the raw data, network layout,
system configuration setup and processed results. This will
enable researchers to configure the same layout and setup to
execute a new experiment, and also to have the whole data
for the experiment definition.

3. EXPERIMENTATION TOOL PROPOSAL
To implement this methodology, we propose to build an inte-
grated experimentation tool, supporting each of the former
steps. Basically, there are two related objectives; the first
one is to keep a simple interface for researchers, so they
can concentrate on the experiments themselves. The sec-
ond one, is to build a tool that integrates the definition,
method, processing and storage under the same umbrella.
To achieve this goal, we define a run as the atomic unit,
and an experiment as a group of runs. On the same ex-
periment, common parameters between runs are defined as
fixed or variable. For each run, these parameters are kept
fixed in order to analyze the influence on the uncontrolled
environment. Runs are executed on top of a real overlay,
like Planetlab or Onelab, in possible different times, under
the influence of potentially varying network conditions (in-
cluding varying load, delay and packet loss).

There are several items to consider when designing such a
tool, especially those related to the processing and analysis
stages. In particular, it is necessary to synchronize stations
to schedule events on the network. Packet timestamps syn-
chronization can be achieved through NTP and through bea-
con timestamps on wireless nodes. Also, the list of required
parameters must be available on the packet traces.

Current proposed experimental environments on top of Plan-
etLab such as Plush [5] or Weevil [6] do not include the
processing and analysis stages which are indispensable to
display the obtained results [7]. On the other side, we have
developed Wismon, a wireless probe that supports monitor-
ing, data processing and analysis on wireless experimenta-
tion platforms [8]. The experience we acquired with Wis-
Mon will make easier the development of the new tool that
will implement the experimentation methodology. Another
important feature to add for this upcoming tool is realtime
monitoring during each run, so that a run may be aborted
when necessary (e.g. after hardware failures or unexpected
instabilities). To enable realtime monitoring, only a few key
parameters along with their bounds must be supervised in
order not to add a too much measurement overhead on the
overlay network.

Within the same tool, at the end of the experiment all the
raw and processed data including the layout and configura-
tion information should be stored and packed. This stored
data can be used afterwards in different ways: 1/ to verify
again the validity of results; 2/ to repeat the same setup in
a new experiment and obtain new packet logs from the sta-
tions; and 3/ to analyze the processed data using different
criteria.

This tool will work on top of a real overlay like PlanetLab
or Onelab for wide area representability. The overlay also
provides the infrastructure to deploy operating system im-
ages, support monitoring and clock synchronization, transfer
packet traces and allow remote access to the stations.



We believe that the networking community will highly bene-
fit from a tool with the described features. For this purpose,
we target the design of a freely available tool. Its widespread
use should allow the exchange of compatible data between
researchers to cross-validate the results. Hopefully, this will
also create a user community which will contribute to build
a repository for networking environments and layouts.

4. RELATED WORK
Specific workflow management tools exist for grid applica-
tions, as it was shown by Jia Yu et al. [9]. Several experimen-
tation management tools exist in the context of the Emulab
project [10], which are designed for controlled experimen-
tation environments and they cover experiment definition
using NS2 compatible scripting, control and data storage.
On the “real overlays” side, there are few proposals, like
Plush [5], and Weevil [6] both oriented to deployment, re-
mote execution and monitoring of distributed applications
on overlays. To the best of our knowledge, there is not yet
a proposal of a full methodology including the missing steps
for processing, analysis and storage.

5. CONCLUSION
We have presented a new methodology for experimentation
in real overlay networks, followed by a list of features re-
quired to support this methodology. We believe that such
a methodology is crucial to characterize the traffic, execute
experiments under common methods and promote the ex-
change experimentation data between research teams. We
have put emphasis on the fact that the processing and anal-
ysis stages will be of great help to researchers by simplifying
their task so that they concentrate on the experiment itself.
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