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Abstract

Constructive type theory is a very expressive programming language. However, general recursive algorithms have no direct formalisation in type theory since they contain recursive calls that do not satisfy any syntactic condition that guarantees termination. We present a method to formalise general recursive algorithms in type theory that uses an inductive predicate to characterise termination and that separates the computational and logical parts of the definitions. As a consequence, the resulting type-theoretic algorithms are clear, compact and easy to understand. They are as simple as their Haskell-like versions, where there is no restriction on the recursive calls. Given a general recursive algorithm, our method consists in defining an inductive special-purpose accessibility predicate that characterises the inputs on which the algorithm terminates. The type-theoretic version of the algorithm is then defined by structural recursion on the proof that the input values satisfy this predicate. We give a formal definition of the method and discuss its power and its limitations.

1 Introduction

Constructive type theory (see for example [ML84, CH88]) is a very expressive programming language with dependent types. According to the Curry-Howard isomorphism [How80, SU98], logic can also be represented in it by identifying propositions with types and proofs with terms of the corresponding type. Therefore, we can encode in a type a complete specification, requiring also logical properties from an algorithm. As a consequence, algorithms are correct by construction or can be proved correct by using the expressive power of constructive type theory. This is clearly an advantage of constructive type theory over standard programming languages. A computational limitation of type theory is that, to keep the logic consistent and type-checking decidable, only structural recursive definitions are allowed, that is, definitions in which the recursive calls must have structurally smaller arguments.
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On the other hand, functional programming languages as Haskell [JHe+99], ML [MTHM97] and Clean [dMJ+01] are less expressive in the sense that they do not have dependent types and they cannot represent logic. Moreover, the existing frameworks for reasoning about the correctness of Haskell-like programs are weaker than the framework provided by type theory, and it is the responsibility of the programmer to write correct programs. However, functional programming languages are computationally stronger because this kind of language imposes no restrictions on recursive programs and thus, they allow the definition of general recursive algorithms. In addition, functional programs are usually short and self-explanatory.

General recursive algorithms are defined by cases where the recursive calls are performed on non-structurally smaller arguments. In other words, the recursive calls are performed on objects that satisfy no syntactic condition that guarantees termination. As a consequence, there is no direct way of formalising this kind of algorithms in type theory.

The standard way of handling general recursion in type theory uses a well-founded recursion principle derived from the accessibility predicate Acc (see [Acz77, Nor88, BB00]). However, the use of this predicate in the type-theoretic formalisation of general recursive algorithms often results in unnecessarily long and complicated code. Moreover, its use adds a considerable amount of code with no computational content, that distracts our attention from the computational part of the algorithm (see for example [Bov99], where we present the formalisation of a unification algorithm over lists of pairs of terms using the standard accessibility predicate Acc).

To bridge the gap between programming in type theory and programming in a functional language, we developed a method to formalise general recursive algorithms in type theory that separates the computational and logical parts of the definitions. As a consequence, the resulting type-theoretic algorithms are clear, compact and easy to understand. They are as simple as their Haskell-like versions, where there is no restriction on the recursive calls. Given a general recursive algorithm, our method consists in defining an inductive special-purpose accessibility predicate that characterises the inputs on which the algorithm terminates. The type-theoretic version of the algorithm can then be defined by structural recursion on the proof that the input values satisfy this predicate. If the algorithm has nested recursive calls, the accessibility predicate and the type-theoretic algorithm must be defined simultaneously, because they depend on each other. This kind of definitions is not allowed in ordinary type theory, but it is provided in type theories extended with Dybjer’s schema for simultaneous inductive-recursive definitions [Dyb00].

This method was introduced by Bove [Bov01] to formalise simple general recursive algorithms in type theory (by simple we mean non-nested and non-mutually recursive). It was extended by Bove and Capretta [BC01] to treat nested recursion and by Bove [Bov02] to treat mutually recursive algorithms, nested or not. Since our method separates the computational part from the logical part of a definition, formalising partial functions becomes possible [BC01]. Proving that a certain function is total amounts to proving that the correspond-
ing accessibility predicate is satisfied by every input.

So far, we have just presented our method by means of examples in [Bov01, BC01, Bov02]. The purpose of this work is to give a general presentation of the method. We start by giving a characterisation of the class of recursive definitions that we consider, which is a subclass of commonly used functional programming languages like Haskell, ML, and Clean. This class consists of functions defined by recursive equations that are not necessarily well-founded. Then, we show how we can translate any function in that class into type theory using our special-purpose accessibility predicates.

When talking about functional programming, we use the terms “algorithm”, “function” and “program” as synonymous.

The rest of the paper is organised as follows. In section 2, we present a brief introduction to constructive type theory. In section 3, we illustrate our method by formalising a few examples of general recursive algorithms in type theory. In section 4, we define the class $FP$ of recursive definitions that can be translated into type theory by applying our method. In section 5, we prove that this class is large enough to allow the definition of any recursive function. In section 6, we formally describe our method to translate general recursive functions into type theory. In section 7, we discuss the semantics of functional programs and we give a mathematical interpretation of the functions in $FP$ with respect to which our method is sound and complete. Finally, in section 8, we present some conclusions and related work.

2 Constructive Type Theory

Although this paper is intended mainly for those who already have some knowledge of type theory, we recall the basic ideas and notions that we use. For a complete presentation of constructive type theory, see [ML84, NPS90, CNSvS94]. For impredicative type theory, that we do not use but only mention in section 3, see [CH88]. A general formulation of type systems and their use in formal verification can be found in [Bar92] and [BG01].

Constructive type theory comprises a basic type called $Set$ and two type formers, that is, two ways of constructing new types.

The first type former constructs the type of elements of a set. Every element of $Set$ is an inductively defined type. It is usual to call the elements of $Set$ small types, and the types that are not elements of $Set$, like $Set$ itself, large types. According to the Curry-Howard isomorphism [How80, SU98], propositions are also objects in $Set$ and their elements are proofs of the corresponding proposition.

The second type former allows the construction of dependent product types or function types. Given a type $\alpha$ and a family of types indexed on $\alpha$, that is a type $\beta$ depending on a variable $x \in \alpha$, we can form the dependent product or function type $(x \in \alpha)\beta$. The canonical elements of function types are $\lambda$-abstractions. If $b$ is an element of $\beta$ depending on a variable $x \in \alpha$, then $[x \in \alpha]b$ is a canonical element of $(x \in \alpha)\beta$. If the type of the abstracted variable is clear from the context, we write $[x]b$. If $f$ is an element
of \((x \in \alpha)\beta\) and \(a\) an element of \(\alpha\), the application of \(f\) to \(a\), \(f(a)\), is an element of \(\beta[x := a]\) (\(\beta\) where every free occurrence of \(x\) is substituted with \(a\)). If \(\alpha\) and \(\beta\) are in \(\text{Set}\), the function type is also in \(\text{Set}\). In the case where \(\beta\) does not depend on \(x\), we can omit the reference to the variable and simply write \((\alpha)\beta\) for \((x \in \alpha)\beta\). We write several consecutive dependent products by 
\((x_1 \in \alpha_1; \ldots; x_n \in \alpha_n)\beta\) and several consecutive \(\lambda\)-abstractions by \([x_1, \ldots, x_n]b\).

We write \((x_1, x_2, \ldots, x_n \in \alpha)\) instead of \((x_1 \in \alpha; x_2 \in \alpha; \ldots; x_n \in \alpha)\).

A set former or, in general, any inductive definition is introduced as a constant \(A\) of type \((x_1 \in \alpha_1; \ldots; x_n \in \alpha_n)\text{Set}\), for \(\alpha_1, \ldots, \alpha_n\) sets. For each set former, we must specify the constructors that generate the elements of \(A(\alpha_1, \ldots, \alpha_n)\) by giving their types, for \(\alpha_1 \in \alpha_1, \ldots, \alpha_n \in \alpha_n\).

Theorems have the general form of dependent types and thus, they have the form \((x_1 \in \alpha_1; \ldots; x_n \in \alpha_n)\beta\).

A particularly important \(\text{Set}\) is the set for propositional equality, also called intentional equality. Given a set \(\alpha\) and two elements \(a\) and \(b\) in \(\alpha\), \(\text{Id}(\alpha, a, b)\) is the set that expresses that \(a\) and \(b\) are equal elements of type \(\alpha\). As the type \(\alpha\) can usually be inferred from the context, we write just \(a = b\) to refer to the set that expresses the propositional equality of \(a\) and \(b\). The only way to introduce elements in this set is through the constructor \(\text{refl}\). If \(a \in \alpha\), then \(\text{refl}(a)\) is a proof that \(a\) is equal to itself. Hence, \(\text{refl}(a) \in a = a\).

Open terms, that is, terms in which not all the occurring variables are abstracted, are valid in a context in which types are assigned to variables. We use the capital Greek letters \(\Gamma, \Delta, \Phi\) and \(\Theta\) to range over contexts. A context \(\Gamma\) is a sequence of variable assumptions: \(\Gamma \equiv x_1 \in \alpha_1; \ldots; x_n \in \alpha_n\), where the variable names \(x_1, \ldots, x_n\) are pairwise distinct and each type \(\alpha_i\), for \(1 \leq i \leq n\), may contain the variables with indexes smaller that \(i\). If \(\Gamma\) is a context, a sequence of variable assumptions \(\Delta\) is called a context extension of \(\Gamma\) if \(\Gamma; \Delta\) is a context. If there is no place for confusion, we might refer to contexts extensions simply as contexts or as extensions. In addition, we might simply say that \(\Delta\) is an extension whenever the context \(\Gamma\) of which \(\Delta\) is an extension can be easily deduced.

Beside product types, we also use dependent sum types and disjoint unions.

If \(\alpha\) is a type and \(\beta\) a family of types depending on a variable \(x \in \alpha\), we can form the dependent sum type \(\Sigma x \in \alpha.\beta\). The canonical terms of the \(\Sigma\) type are pairs \((a, b)\), where \(a \in \alpha\) and \(b \in \beta[x := a]\). In the case that \(\beta\) does not depend on \(x\), \(\Sigma x \in \alpha.\beta\) is called the cartesian product of \(\alpha\) and \(\beta\) and it is simply denoted by \(\alpha \times \beta\).

If \(\alpha\) and \(\beta\) are types, the disjoint union of \(\alpha\) and \(\beta\) is denoted by \(\alpha + \beta\). If \(a \in \alpha\) and \(b \in \beta\), then \(\text{in}_1(a)\) and \(\text{in}_2(b)\) are elements in \(\alpha + \beta\).

We extend product and sum types, and disjoint unions to more than two types.

If \(\Gamma\) is a context and \(\beta\) a type whose free variables are among the ones assumed in \(\Gamma\), we write \((\Gamma)\beta\) for the sequential product of all the assumptions in \(\Gamma\) over \(\beta\). Formally it is defined by recursion on the length of \(\Gamma\). If \(\Gamma\) is empty, then \(()\beta \equiv \beta\). If \(\Gamma \equiv x \in \alpha; \Gamma'\), then \((x \in \alpha; \Gamma')\beta \equiv (x \in \alpha)((\Gamma')\beta)\). Our notation for several consecutive dependent products already makes this
definition clear.

Similarly, $\Sigma(\Gamma)$ is the sum of all the assumptions in $\Gamma$, for a non-empty context $\Gamma$. Formally, it is defined by recursion on the length of $\Gamma$. If $\Gamma \equiv x \in \alpha$, then $\Sigma(x \in \alpha) \equiv \alpha$. If $\Gamma \equiv x \in \alpha; \Gamma\', \text{ then } \Sigma(x \in \alpha; \Gamma\') \equiv \Sigma x \in \alpha.\Sigma(\Gamma\')$. If $\Gamma$ has $n$ assumptions, that is, $\Gamma \equiv x_1 \in \alpha_1; \ldots; x_n \in \alpha_n$, we use $n$-tuple notation for its canonical elements and then we write $(a_1, a_2, \ldots, a_{n-1}, a_n)$ for $(a_1, (a_2, \ldots, (a_{n-1}, a_n) \cdots))$.

Finally, the disjoint union of $n$ types $\alpha_1, \ldots, \alpha_n$ is denoted by $\alpha_1 + \cdots + \alpha_n$ and defined as $(\cdot \cdot \cdot (\alpha_1 + \alpha_2) + \cdots + \alpha_n)$. For the sake of simplicity, we call $\text{in}_1, \text{in}_2, \ldots, \text{in}_n$ to the corresponding constructors.

3 Some Examples

We illustrate our method for formalising general recursive algorithms in type theory by describing the formalisation of a few easy examples. More detailed descriptions and more examples can be found in [Bov01] (for simple recursive algorithms), [BC01] (for nested algorithms and partial functions) and [Bov02] (for mutually recursive algorithms).

All the auxiliary functions that we use in the examples below are structurally recursive functions. That is, the recursive calls in those functions are on structurally smaller argument. Therefore, they can be straightforwardly translated in type theory and we can use their translation in the formalisation of corresponding example. Unless we state the contrary, we assume that the type-theoretic translation of an auxiliary functions has the same name as in the functional program.

The first example is a simple general recursive algorithm: the quicksort algorithm over lists of natural numbers. We start by introducing its Haskell definition. Here, we use the set $\mathbb{N}$ of natural numbers, the inequalities $<$ and $\geq$ over $\mathbb{N}$ defined in Haskell in the usual way, and the functions $\text{filter}$ and $\text{++}$ defined in the Haskell prelude.

```haskell
quicksort :: \[\mathbb{N}\] -> \[\mathbb{N}\]
quicksort [] = []
quicksort (x:xs) = quicksort (filter (< x) xs) ++
x : quicksort (filter (\geq x) xs)
```

Below, the type-theoretic translation of the boolean functions $<$ and $\geq$ are called $\prec$ and $\succeq$, respectively. We do not use the symbols $<$ and $\geq$ for the formalisation of those functions because, later on, we use them to denote relations in type theory, that is, terms of type $(\mathbb{N}, \mathbb{N})\text{Set}$, while in this example we need terms of type $(\mathbb{N}, \mathbb{N})\text{Bool}$.

The first step in the definition of the type-theoretic version of quicksort is the construction of the special-purpose accessibility predicate associated with the algorithm. To construct this predicate, we analyse the Haskell code and characterise the inputs on which the algorithm terminates. Thus, we distinguish the following two cases:
The algorithm quicksort terminates on the input \[[]\];

Given a natural number \(x\) and a list \(xs\) of natural numbers, the algorithm quicksort terminates on the input \((x:xs)\) if it terminates on the inputs \((\text{filter} (< x) xs)\) and \((\text{filter} (\geq x) xs)\).

From this description, we define the inductive predicate \(qsAcc\) over lists of natural numbers by the following introduction rules:

\[
\begin{align*}
qsAcc(nil) & \quad qsAcc(filter((< x), xs)) \quad qsAcc(filter((\geq x), xs)) \\
qsAcc(cons(x, xs)) & \quad \text{where } (< x) \text{ denotes the function } [y](y < x) \text{ as in functional programming, similarly for } \geq.
\end{align*}
\]

We formalise this predicate in type theory as follows:

\[
qsAcc \in (zs \in \text{List}(N))\text{Set} \\
qsAcc(nil) \\
qsAcc(cons(x, xs))
\]

The quicksort algorithm by structural recursion on the proof that the input list of natural numbers satisfies the predicate \(qsAcc\).

\[
\begin{align*}
quicksort & \in (zs \in \text{List}(N); qsAcc(zs))\text{List}(N) \\
quicksort(nil, qsAcc(nil)) & = nil \\
quicksort(cons(x, xs), qsAcc(cons(x, xs))) & = quicksort(filter((< x), xs), h_1) + cons(x, quicksort(filter((\geq x), xs), h_2))
\end{align*}
\]

Finally, as the algorithm quicksort is total, we can prove

\[
\text{allQsAcc} \in (zs \in \text{List}(N))qsAcc(zs)
\]

and use that proof to define the type-theoretic function \(\text{QuickSort}\).

\[
\begin{align*}
\text{QuickSort} & \in (zs \in \text{List}(N))\text{List}(N) \\
\text{QuickSort}(zs) & = quicksort(zs, allQsAcc(zs))
\end{align*}
\]

In the next example, we consider the simple partial function given by the following Haskell definition:

\[
\begin{align*}
f & : : \text{N} \rightarrow \text{N} \\
f & 0 = 0 \\
f & (S \ n) \\
\vert \text{even} \ n \ = \ f(\text{div}2 \ n) + 1 \\
\vert \text{odd} \ n \ = \ f(n + 4)
\end{align*}
\]

where + is the addition operation and \(\text{div}2\) is the division by two over natural numbers defined in a structurally recursive way, respectively.
Following the description given above for the algorithm quicksort, we define the special-purpose accessibility predicate \( f\text{Acc} \) that characterises the inputs on which the algorithm \( f \) terminates. In this example, we have conditional recursive equations depending on the boolean conditions (usually called guards in Haskell literature) \((\text{even } n)\) and \((\text{odd } n)\). These conditions are translated using the predicates \( \text{Even} \) and \( \text{Odd} \) in type theory and they are added as arguments of the corresponding constructor of the accessibility predicate. Here is its type-theoretical definition:

\[
\begin{align*}
\text{fAcc} & \in (m \in \mathbb{N})\text{Set} \\
\text{fAcc}_0 & \in \text{fAcc}(0) \\
\text{fAcc}_1 & \in (n \in \mathbb{N}; q \in \text{Even}(n); h \in \text{fAcc}(\text{div}(n, 2)))\text{fAcc}(s(n)) \\
\text{fAcc}_2 & \in (n \in \mathbb{N}; q \in \text{Odd}(n); h \in \text{fAcc}(n + 4))\text{fAcc}(s(n))
\end{align*}
\]

We use this predicate to define the type-theoretical version of \( f \) by structural recursion on the proof that the input natural number satisfies the predicate \( f\text{Acc} \).

\[
\begin{align*}
f & \in (m \in \mathbb{N}; f\text{Acc}(m))\mathbb{N} \\
f(0, \text{fAcc}_0) & = 0 \\
f(s(n), \text{fAcc}_1(n, q, h)) & = f(\text{div}(n, 2), h) + 1 \\
f(s(n), \text{fAcc}_2(n, q, h)) & = f(n + 4, h)
\end{align*}
\]

In this case we cannot prove \( \forall m \in \mathbb{N}. f\text{Acc}(m) \), simply because it is not true. However, for those \( m \in \mathbb{N} \) that have a proof \( h \in f\text{Acc}(m) \), we can compute \( f(m, h) \). This example shows that the representation of partial recursive function in type theory is not a problem.

Our method applies also in the formalisation of nested recursive algorithms. Here is the Haskell code of McCarthy’s \( f_{91} \) function [MM70].

\[
f_{91} :: \mathbb{N} \rightarrow \mathbb{N}
f_{91} \ n \\
| \ n \geq 100 = n - 10 \\
| \ n < 100 = f_{91} (f_{91} (n + 11))
\]

where \( - \) is the subtraction operation over natural numbers. The function \( f_{91} \) computes the number 91 for inputs that are smaller than or equal to 101 and for other inputs \( n \), it computes the value \( n - 10 \).

Following our method, we would construct the predicate \( f_{91}\text{Acc} \) defined by the following introduction rules (for \( n \) a natural number):

\[
\begin{array}{ccc}
n \geq 100 & n < 100 & f_{91}\text{Acc}(n + 11) & f_{91}\text{Acc}(f_{91}(n + 11)) \\
\frac{f_{91}\text{Acc}(n)}{f_{91}\text{Acc}(n)}
\end{array}
\]

Unfortunately, this definition is not correct, since the algorithm \( f_{91} \) is not defined yet and, therefore, cannot be used in the definition of the predicate. Moreover, the purpose of defining the predicate \( f_{91}\text{Acc} \) is to be able to define the algorithm \( f_{91} \) by structural recursion on the proof that its input value satisfies \( f_{91}\text{Acc} \), so we need \( f_{91}\text{Acc} \) to define \( f_{91} \). However, there is an extension of type theory that gives us the means to define the predicate \( f_{91}\text{Acc} \) and the function \( f_{91} \) at the
This extension has been introduced by Dybjer in [Dyb00] and it allows the simultaneous definition of a predicate $P$ and a function $f$, where $f$ has $P$ as part of its domain and is defined by recursion on $P$. Using Dybjer’s schema, we can define $f_{91}Acc$ and $f_{91}$ simultaneously as follows:

$$f_{91}Acc \in (n \in \mathbb{N})\text{Set}$$
$$f_{91}acc_{\geq 100} \in (n \in \mathbb{N}; q \in (n \geq 100))f_{91}Acc(n)$$
$$f_{91}acc_{<100} \in (n \in \mathbb{N}; q \in (n < 100); h_1 \in f_{91}Acc(n + 11);$$
$$h_2 \in f_{91}Acc(f_{91}(n + 11, h_1))$$
$$f_{91}Acc(n)$$

$$f_{91} \in (n \in \mathbb{N}; f_{91}Acc(n))\mathbb{N}$$
$$f_{91}(n, f_{91}acc_{\geq 100}(n, q)) = n - 10$$
$$f_{91}(n, f_{91}acc_{<100}(n, q, h_1, h_2)) = f_{91}(f_{91}(n + 11, h_1), h_2)$$

Mutually recursive algorithms, with or without nested recursive calls, can also be formalised with our method. If the mutually recursive algorithms are not nested, their formalisation is similar to the formalisation of the quicksort algorithm in the sense that we first define the accessibility predicates for each function and then, we formalise the algorithms by structural recursion on the proof that the input values satisfy the corresponding predicate. With mutually recursive algorithms, the termination of one function depends on the termination of the others. Hence, the accessibility predicates are also mutually recursive. If, in addition to mutual recursion, we have nested calls, we again need to define the predicates simultaneously with the algorithms. In order to do so, we need to extend Dybjer’s schema for cases where we have several mutually recursive predicates defined simultaneously with several functions (originally, Dybjer’s schema considers one predicate and one function). This extension and its application to the formalisation of mutually recursive functions in type theory was given in [Bov02]. Let us consider a simple example where we define two mutually recursive algorithms. In Haskell we write them as follows\(^{1}\):

```haskell
f :: N -> N
f 0 = 0
f (S n)
  | g n <= n = f(g n) + n
  | g n > n = 0

g :: N -> N
g 0 = 1
g (S n)
  | f n <= n = g(f n) + f n
  | f n > n = f n + n
```

where $\leq$ and $>$ are inequalities over $\mathbb{N}$ defined in the usual way.

---

\(^{1}\)We ignore efficiency aspects such that the fact that some expressions are computed more than once.
In the type-theoretic translation, we need to define two mutually recursive predicates \( f\text{Acc} \) and \( g\text{Acc} \) simultaneously with two mutually recursive algorithms \( f \) and \( g \) that, in turn, are defined by structural recursion on the respective accessibility predicate. Here is the type-theoretical version of our example:

\[
\begin{align*}
\text{fAcc} & \in (m \in \mathbb{N}) \text{Set} \\
\text{facc}_0 & \in \text{fAcc}(0) \\
\text{facc}_1 & \in (n \in \mathbb{N}; h_1 \in \text{gAcc}(n); q \in (g(n, h_1) \leq n); h_2 \in \text{fAcc}(g(n, h_1))) \\
\text{facc}_2 & \in (n \in \mathbb{N}; h_1 \in \text{gAcc}(n); q \in (g(n, h_1) > n)) \text{fAcc}(s(n))
\end{align*}
\]

\[
\begin{align*}
\text{gAcc} & \in (m \in \mathbb{N}) \text{Set} \\
\text{gacc}_0 & \in \text{gAcc}(0) \\
\text{gacc}_1 & \in (n \in \mathbb{N}; h_1 \in \text{fAcc}(n); q \in (f(n, h_1) \leq n); h_2 \in \text{gAcc}(f(n, h_1))) \\
\text{gacc}_2 & \in (n \in \mathbb{N}; h_1 \in \text{fAcc}(n); q \in (f(n, h_1) > n)) \text{gAcc}(s(n))
\end{align*}
\]

\[
\begin{align*}
f & \in (m \in \mathbb{N}; \text{fAcc}(m)) \mathbb{N} \\
f(0, \text{facc}_0) &= 0 \\
f(s(n), \text{facc}_1(n, h_1, q, h_2)) &= f(g(n, h_1), h_2) + n \\
f(s(n), \text{facc}_2(n, h_1, q)) &= 0
\end{align*}
\]

\[
\begin{align*}
g & \in (m \in \mathbb{N}; \text{gAcc}(m)) \mathbb{N} \\
g(0, \text{gacc}_0) &= 1 \\
g(s(n), \text{gacc}_1(n, h_1, q, h_2)) &= g(f(n, h_1), h_2) + f(n, h_1) \\
g(s(n), \text{gacc}_2(n, h_1, q)) &= f(n, h_1) + n
\end{align*}
\]

Partial functions may also be defined by occurrences of nested and/or mutually recursive calls. This fact is irrelevant to our method and hence, their formalisation presents no problem.

As a final remark, we draw the reader’s attention to the simplicity of the translations. The accessibility predicates can be automatically generated from the recursive equations and the type-theoretic versions of the algorithms look very similar to the original programs except for the extra proof argument. If we suppress the proofs of the accessibility predicate we get almost exactly the original algorithms.

3.1 Necessary Restrictions

In the following sections, we show that our method is of general applicability. Specifically, we define a large class of functional programs to which it can be applied.

However, we need to impose some restrictions on that class. Here, we illustrate the need of those restrictions by showing a few functional programs that cannot be translated using our method.

The first restriction is that, in the definition of a function \( f \), any occurrence of \( f \) should always be fully applied. Let us consider the following definition
\[ f :: \mathbb{N} \rightarrow \mathbb{N} \\
\] \[ f \ 0 = 0 \\
\] \[ f \ (S \ n) = (\text{iter} \ f \ n \ n) + 1 \\
\]

where \text{iter} is an iteration function such that when applied to a function \( f \) and a number \( n \) gives \( f^n \) as a result. Here, the defined function \( f \) appears in the right-hand side of the second equation without being applied to any argument. Although it is easy to see that \( f \) computes the identity, at the moment, we do not know how to translate this definition in type theory using our special-purpose accessibility predicates. Hence, in what follows, we do not allow such kind of definitions.

The reason why we need to impose this restriction becomes clear when we try to apply our method to this function. For the formalisation of the function above, we have to define a predicate \( \text{fAcc} \) and a function \( f \) with types:

\[
\text{fAcc} \in (m \in \mathbb{N})\text{Set}, \\
f \in (m \in \mathbb{N}; \text{fAcc}(m))\mathbb{N}
\]

What should the constructors of \( \text{fAcc} \) look like? Our method requires that every argument to which the function \( f \) is applied satisfies the predicate \( \text{fAcc} \). But the occurrence of \( f \) in the right-hand side of the second equation in the definition of \( f \) is not directly applied to an argument, so we do not know how to formulate the type of the corresponding constructor of \( \text{fAcc} \). For this reason, we require every occurrence of \( f \) in the right-hand side of a recursive equation and in the conditional expression corresponding to the equation (if any) to be fully applied. If the function \( f \) is one of the functions being defined in a mutual recursive definition, then \( f \) should only occur fully applied in the right-hand side of any of the equations and in any of the conditional expressions within the mutual recursive definition.

A functional programmer could have the idea of replacing the occurrence of \( f \) with its \( \eta \)-expansion:

\[ f \ (S \ n) = (\text{iter} \ (\lambda x \rightarrow (f \ x)) \ n \ n) + 1 \\
\]

In this way the occurrence of \( f \) is applied to the variable \( x \), thus satisfying the restriction. However, since the variable is bound inside the right-hand side of the equation, the constructor of \( \text{fAcc} \) would have to require that every possible value of the variable \( x \) satisfies \( \text{fAcc} \):

\[
f_{\text{acc}} \in (n \in \mathbb{N}; H \in (x \in \mathbb{N})\text{fAcc}(x))\text{fAcc}(s(n))
\]

This clearly makes it impossible to prove \( \text{fAcc}(s(n)) \), since we would first need to prove the totality of \( \text{fAcc} \) to deduce it. In section 7, we will further discuss the treatment of \( \lambda \)-abstractions in the right-hand side of recursive equations.

Another restriction is that each function definition should be self-standing, by which we mean that it should not call other previously defined functions unless they are structurally recursive. If \( f \) is a general recursive function, it should be translated in type theory as a pair consisting of a predicate \( \text{fAcc} \) and
a function \( f \). Then, we cannot call it inside the definition of another function \( g \). This restriction is imposed by type-checking requirements and it will become clearer below. If, instead, \( f \) is structurally recursive, it can be directly translated in type theory as a structurally recursive function \( f \), without the need of our auxiliary predicate \( f\text{Acc} \). In this case, the use of \( f \) inside the definition of another function \( g \) is allowed, as it has been seen throughout this section.

We illustrate the reason for this restriction with the following example.

```haskell
nub_map :: (N -> N) -> [N] -> [N]
nub_map f [] = []
nub_map f (x:xs) = f x : nub_map f (filter (/= x) xs)

f :: N -> N
f O = O
f (S n) = f (S (S n))

g :: [N] -> [N]
g xs = nub_map f xs
```

where \(/=\) is the inequality operator in Haskell.

When we apply our method to each of the functions in this program, we first get the translation of \( \text{nub_map} \):

\[
\text{nub_mapAcc} \in \left( f \in \text{List}(N) ; l \in \text{List}(N) \right) \text{Set} \\
\text{nub_map} \in \left( f \in \text{List}(N) ; l \in \text{List}(N) ; \text{nub_mapAcc}(f, l) \right) \text{List}(N)
\]

Similarly, the partial function \( f \) is translates as:

\[
f\text{Acc} \in \left( m \in \text{List}(N) \right) \text{Set} \\
f \in \left( m \in \text{List}(N) ; f\text{Acc}(m) \right) \text{List}(N)
\]

The problem arises when we try to translate \( g \). The translation should be given by a predicate and a function with the following types:

\[
g\text{Acc} \in \left( l \in \text{List}(N) \right) \text{Set} \\
g \in \left( l \in \text{List}(N) ; g\text{Acc}(l) \right) \text{List}(N)
\]

Even though \( g \) is not recursive (it does not call itself), it inherits a termination condition from \( \text{nub_map} \). Thus, we have to translate \( g \) with a predicate \( g\text{Acc} \) and a function \( g \). The difficulty now consists in how to formulate the constructors of \( g\text{Acc} \) and the equations that define \( g \). The problem here is that the translation of the term \((\text{nub_map } f \ \text{xs})\) would not type-check because \( f \) does not have the type \((\text{List}(N))\text{N}\) anymore.

For this reason, we require that the only previously defined functions allowed in a new function definition are the structurally recursive ones. In reality, this condition could be relaxed by allowing any function that can be proved total in type theory. As we have seen in the formalisation of the \textit{quick sort} algorithm, we can sometimes define a total function that does not depend on the special
accessibility predicate anymore, even when the algorithm is a general recursive one. The function QuickSort is an example of such a function. It would be safe to also allow these functions inside the definition of other functions. Then, the class of functions to which our method would apply would depend on what we can prove in type theory. To keep the definition of this class of functions simple, we choose not to follow this path. Although this is a severe restriction, we show in section 5 that the class of functions that we consider still allows us to define all recursive functions.

One might think that a possible way around this problem could be to define \texttt{nub\_map}, \texttt{f}, and \texttt{g} as mutually dependent functions. However, this does not work for this particular example because we would fall into the first restriction. The function \texttt{f} is one of the functions being defined and the occurrence of \texttt{f} inside \texttt{g} is not fully applied and thus disallowed.

A solution to the problem stated above can be given if we adopt an impredicative type system. Using impredicativity, we can define the type of partial functions from \( \alpha \) to \( \beta \) by making the domain predicate part of the object:

\[
\alpha \to \beta \equiv \Sigma P \in (\alpha)\text{Set}. (x \in \alpha; P(x))\beta
\]

Thus, an object of type \( \alpha \to \beta \) is a pair \( \langle P, f \rangle \) consisting of a predicate \( P \) over \( \alpha \) and a function \( f \) defined over the elements of \( \alpha \) that satisfy the predicate. To be precise, we should also require, as a third component, a proof that \( f \) does not depend on its second argument, that is, a proof that \( f(x, h_1) = f(x, h_2) \) for \( x \) in \( \alpha \) and any two proofs \( h_1 \) and \( h_2 \) of \( P(x) \). For the sake of simplicity, we leave this third component out since it is not necessary in the definition of the translation, but just to guarantee that the function does not depend on the proof of the predicate.

Having defined the type of partial functions, we can translate functional programs into type theory by consistently interpreting any functional type \( A \to B \) as \( \alpha \to \beta \), where \( \alpha \) and \( \beta \) are the interpretation of \( A \) and \( B \), respectively. Then, the function \texttt{nub\_map} becomes:

\[
\begin{align*}
\texttt{nub\_mapAcc} & \in ( p \in (N \to N) \times \text{List}(N))\text{Set} \\
\texttt{nub\_map} & \in ( p \in (N \to N) \times \text{List}(N); \texttt{nub\_mapAcc}(p))\text{List}(N) \\
\texttt{NubMap} & \in (N \to N) \times \text{List}(N) \to \text{List}(N) \\
\texttt{NubMap} & = \langle \texttt{nub\_mapAcc}, \texttt{nub\_map} \rangle
\end{align*}
\]

The function \( f \) is translated as above, except that now we can eventually pack its special accessibility predicate and its structural function definition into one object of a partial function type:

\[
\begin{align*}
\texttt{fAcc} & \in (m \in N)\text{Set} \\
f & \in (m \in N; \texttt{fAcc}(m))N \\
F & \in N \to N \\
F & = \langle \texttt{fAcc}, f \rangle
\end{align*}
\]
Finally, we are able to give a translation for $g$:

$$
g_{\text{Acc}} \in \text{Set} \\
g_{\text{acc}} \in \left( l \in \text{List}(\mathbb{N}) ; \text{nub}_\text{map} \text{Acc}((F, l))\right) g\text{Acc}(l) \\
g \in \left( l \in \mathbb{N} ; g\text{Acc}(l)\right) \text{List}(\mathbb{N}) \\
g(l, g_{\text{acc}}(l, h)) = \text{nub}_\text{map}((F, l), h) \\
G \in \text{List}(\mathbb{N}) \rightarrow \text{List}(\mathbb{N}) \\
G = (g_{\text{Acc}}, g)
$$

Since in this work we use predicative type theory, we want to avoid such impredicative definitions. This is the reason why we decide to restrict the use of general recursive functions inside other function definitions.

4 General Recursive Definitions

We specify the class $\mathcal{FP}$ of functional programs that we consider. It is a subclass of the class of functions that can be defined in any functional programming language, like Haskell, ML or Clean.

In the previous section we explained that we must impose some restrictions on this subclass. Here, we formalise these restrictions, namely, we require that all recursive calls in a recursive definition are fully applied and that only structural recursive functions can be used inside the definition of a function.

4.1 The Class of Types

First of all, let us characterise the class of types that can appear in a program. These may be basic types, that are either variable types or inductive data types, or function types.

Let us assume that we have an infinite set of type variables $T_V$. The class of types that are allowed in our programs are inductively defined by:

- All elements of $T_V$ are types.
- Inductive data types are types. An inductive data type is introduced by a definition of the form

$$\text{Inductive } T ::= c_1 \tau_{i1} \ldots \tau_{ik_1} | \ldots | c_o \tau_{o1} \ldots \tau_{ok_o}$$

where $0 \leq o$ and $0 \leq k_i$ for $0 \leq i \leq o$. Here, if we consider $T$ as a type variable, then every $\tau$ is a type with the extra condition that $T$ occurs only strictly positively in it. This means that in every $\tau$, the type $T$ can only occur to the right of arrows.
• If \( \sigma \) and \( \tau \) are types, then \( \sigma \rightarrow \tau \) is a type.

In what follows, \( \sigma \) and \( \tau \) denote types.

With each type \( \sigma \), we associate an infinite set of variables. For simplicity, we assume that the sets of variables associated with two different types are disjoint.

Besides types, we also use programs \textit{specifications} of the form

\[
\sigma_1, \ldots, \sigma_m \Rightarrow \tau
\]

If \( e \) has the above specification, it must be interpreted as follows: \( e \) is an expression that, when applied to arguments \( a_1: \sigma_1, \ldots, a_m: \sigma_m \), produces a term \( e(a_1, \ldots, a_m) \) of type \( \tau \). The expression \( e \) itself is not a term of any type; in particular, it is not an element of the functional type \( \sigma_1 \rightarrow \cdots \rightarrow \sigma_m \rightarrow \tau \). We introduce specifications to be able to formalise the requirement, explained in the previous section, that a function must be fully applied to be allowed to appear in the right-hand side of any of the equations within the block that defines the function. As we explain below, we also use specifications to force constructors to be fully applied.

In what follows, we write \( a: A \) to denote that \( a \) is an expression of type \( A \) or that \( a \) has the specification \( A \).

Given \( a: \sigma \), the reader should keep in mind the difference between \( f(a) \), that denotes the application of a function with specification \( f: \sigma \Rightarrow \tau \) to \( a \), and \( (f a) \), that denotes the application of a function \( f \) of type \( f: \sigma \rightarrow \tau \) to \( a \).

The definition of the inductive data type above introduces not only the new type \( T \) but also its constructors:

\[
c_i: \tau_{i1}, \ldots, \tau_{ik_i} \Rightarrow T
\]

Hence, we are not allowed to use \( c_i \) applied only to a few of its arguments. This is why we do not directly give to \( c_i \) the type \( \tau_{i1} \rightarrow \cdots \rightarrow \tau_{ik_i} \rightarrow T \).

As examples, we show how to define some of the most common inductive data types. The types of boolean values and of natural numbers are defined as

\[
\text{Inductive Bool ::= true | false}
\quad \text{and} \quad
\text{Inductive Nat ::= 0 | s Nat},
\]

respectively.

Type variables can appear in an inductive data type definition. Then, we have a parametric data type. Usually, the type variables are written explicitly in the left-hand side of the definition:

\[
\text{Inductive T } \gamma_1 \cdots \gamma_w ::= \ c_1 \ \tau_{i1} \cdots \tau_{ik_1} \mid \\
\quad \vdots \\
\quad c_o \ \tau_{i1} \cdots \tau_{ik_o}
\]

where \( \gamma_1, \ldots, \gamma_w \) are type variables, for \( 1 \leq w \). Here, every occurrence of \( T \) in the \( \tau \)'s must be of the form \( (T \gamma_1 \cdots \gamma_w) \).

To instantiate the above definition, we simply write \( (T \sigma_1 \cdots \sigma_w) \) for specific types \( \sigma_1, \ldots, \sigma_w \). This expression denotes the type obtained by substituting each \( \gamma_g \) by \( \sigma_g \) in the definition of \( T \), for \( 1 \leq g \leq w \).
Let \( \gamma \) and \( \delta \) be type variables. A typical example of a parametric data type is the type of lists, defined as

\[
\text{Inductive List } \gamma ::= \text{nil} \mid \text{cons } \gamma (\text{List } \gamma).
\]

Product and sum types can also be seen as parametric data types. Here, we write the type constructors \( \times \) and \( + \) with infix notation:

\[
\text{Inductive } \gamma \times \delta ::= \text{pair } \gamma \delta \quad \text{and} \quad \text{Inductive } \gamma + \delta ::= \text{inl } \gamma \mid \text{inr } \delta.
\]

We can directly translate any of the types that can occur in a functional program into type theory. The equivalent type-theoretic definitions are almost the same, except for a change in notation.

4.2 Terms and Patterns

Functional programs are defined by pattern matching. In addition, each function is defined by a sequence of recursive equations. Here, we formally define patterns and the terms that are allowed in the equations.

**Definition 1.** Let \( T \) be a type. A pattern of type \( T \) is an expression build up according to the following two rules.

- A variable of type \( T \) is a pattern of type \( T \).
- If \( T \) is an inductive type, \( \mathsf{c}: \tau_1, \ldots, \tau_k \Rightarrow T \) is one of its constructors and \( p'_1, \ldots, p'_k \) are patterns of type \( \tau_1, \ldots, \tau_k \), respectively, then \( \mathsf{c}(p'_1, \ldots, p'_k) \) is a pattern of type \( T \).

Variables occurring in a pattern are called pattern variables. A pattern is linear if every pattern variable occurs only once in the pattern.

We consider here only linear patterns, since this restriction is present in some functional programming languages. Usually, we say just pattern when we refer to linear pattern.

**Definition 2.** A sequence of patterns \( p_1, \ldots, p_m \) of type \( T \) is said to be exclusive if it is not possible to obtain the same term by instantiating two different patterns, that is, by substituting their pattern variables by other terms.

The sequence is called exhaustive if every term in normal form of type \( T \) is an instance of at least one of the patterns.

Now, we define the terms that are allowed in a recursive definition. These terms depend on three parameters: the variables that can occur free in the term, the functions being defined, which can be used in the recursive calls, and the previously defined functions that we allow within a definition. Let us
assume that we have a class $\mathcal{F}$ of functions together with their type such that every element $f: \sigma_1 \rightarrow \cdots \rightarrow \sigma_m \rightarrow \tau$ in $\mathcal{F}$ can be translated into type theory with the same functional type. In what follows, we assume that $\mathcal{F}$ contains all structurally recursive functions. As we have already mention, it is possible to extend $\mathcal{F}$ to a larger class of functions by adding all the functions that can be proved total in type theory. As we can consider the class $\mathcal{F}$ to be fix, below we give the definition of the terms that we allow in a recursive definition considering only as parameters the variables that can occur free in the term and the functions being defined. Let $\mathcal{X}$ be the set of variables together with their type that can occur free in a term. The idea is that, when defining an equation, this set only contains the pattern variables of the equation together with their corresponding type. Let $\mathcal{SF}$ be the set of specifications of the functions being defined. When defining a single function, $\mathcal{SF}$ contains only one specification. When defining several functions within a mutual recursive block, $\mathcal{SF}$ contains one specification for each of the functions being mutually defined. Formally, we define terms as follows.

**Definition 3.** Let $\mathcal{X}$ be a set of variables together with their type. Let $\mathcal{SF}$ be a set of functions specifications, that is, every element of $\mathcal{SF}$ is of the form $f: \sigma_1, \ldots, \sigma_m \Rightarrow \tau$. Let the set of names of the variables in $\mathcal{X}$, the set of names of the functions in $\mathcal{SF}$ and the set of names of the functions in $\mathcal{F}$ be disjoint. The class of valid terms with respect to $\mathcal{X}$ and $\mathcal{SF}$ is build up according to the rules below. When the sets of variables and of function specifications remain the same, we simply refer to the terms in the class as valid terms.

- The variables in $\mathcal{X}$ are valid terms of the corresponding type.
- The functions in $\mathcal{F}$ are valid terms of the corresponding type.
- If $f: \sigma_1, \ldots, \sigma_m \Rightarrow \tau$ is an element of $\mathcal{SF}$ and if $a_1, \ldots, a_m$ are valid terms of type $\sigma_1, \ldots, \sigma_m$, respectively, then $f(a_1, \ldots, a_m)$ is a valid term of type $\tau$.
- If $c: \tau_1, \ldots, \tau_k \Rightarrow T$ is one of the constructors of the inductive data type $T$ and if $a_1: \tau_1, \ldots, a_k: \tau_k$ are valid terms, then $c(a_1, \ldots, a_k): T$ is a valid term.
- If $x: \sigma$ is a variable and $b: \tau$ is a valid term with respect to $(\mathcal{X}, x: \sigma)$ and $\mathcal{SF}$, that is, $x$ may occur free in $b$, then $[x]b: \sigma \Rightarrow \tau$ is a valid term.
- If $f: \sigma \Rightarrow \tau$ and $a: \sigma$ are valid terms, then $(f \ a): \tau$ is a valid term.
- Let $t$ be a valid term of an inductive data type $T$. Let $0 \leq v$ and $0 \leq s \leq v$. Let $p_1, \ldots, p_v$ be exclusive patterns of type $T$ and let $\mathcal{Y}_s$ be the set of pattern variables in $p_s$ together with their type. Finally, let $e_1, \ldots, e_v$ be valid terms of type $\tau$ with respect to $(\mathcal{X}, \mathcal{Y}_1), \ldots, (\mathcal{X}, \mathcal{Y}_v)$, respectively,
and \( SF \). Then, a case expressions on \( t \) is a valid term of the form

\[
\text{Cases } t \text{ of } \begin{cases} 
    p_1 \mapsto e_1 \\
    \vdots \\\n    p_v \mapsto e_v
\end{cases}
\]

and it has type \( \tau \).

Notice that we do not require the patterns in a case expression to be exhaustive. This is to be consistent with the fact that we allow partiality in the definitions. We could also drop the requirement that the patterns should be exclusive and just say that, in a case expression, the first matching pattern is used, which is usually done in functional programming. However, this makes the semantics of case expressions depend on the order of the branches in the case and it complicates their interpretation in type theory. Requiring that the patterns are mutually exclusive does not seriously limit the expressiveness of the definitions.

The computation rules for terms are the usual ones. For a \( \beta \)-redex \( ([x]b \ a) \) we have the \( \beta \)-reduction rule \( ([x]b \ a) \leadsto b[x := a] \).

The computation behaviour of recursive calls is given in the next subsection.

Cases expressions are computed by pattern-matching. Let us assume that the expression \( t : T \) is an instance of the pattern \( ps \). In other words, \( t = ps_1 \[ y := a \] \), by which we mean the simultaneous substitution of all pattern variables \( y \) by terms \( a \), that is, \( y_1 := a_1, y_2 := a_2, \ldots \). Then, we have the following computation rule for case expressions:

\[
\text{Cases } t \text{ of } \begin{cases} 
    p_1 \mapsto e_1 \\
    \vdots \\\n    p_v \mapsto e_v
\end{cases} \leadsto e_s[y := a]
\]

A special kind of case expression occurs when we consider cases over the type of booleans. Since this is a particularly common instance, some programming languages use the notation

\[
\text{if } b \text{ then } e_1 \text{ else } e_2 \quad \text{for} \quad \text{Cases } b \text{ of } \begin{cases} 
    \text{true} \mapsto e_1 \\
    \text{false} \mapsto e_2
\end{cases}
\]

4.3 Fixed Point Function Definition

We define the class \( \mathcal{FP} \) of recursive functions that we want to translate into type theory. These functions are given by simple or mutual fixed point equations satisfying some conditions. The general form of a simple recursive definition is

\[
\text{fix } f : \sigma_1, \ldots, \sigma_m \Rightarrow \tau \\
f \ p_{11} \cdots \ p_{1m} = e_1 \\
\vdots \\
f \ p_{l1} \cdots \ p_{lm} = e_l
\]
where \( p_1u, \ldots, p_lu \) are patterns of type \( \sigma_u \), for \( 0 \leq u \leq m \). We call a sequence of patterns \( p_1 \cdots p_m \) of type \( \sigma_1, \ldots, \sigma_m \), respectively, a multipattern for \( f \). Usually, we just say pattern when referring to multipattern, if there is no confusion. We extend the notions of linearness, exclusiveness and exhaustiveness from patterns to multipatterns in the normal way. The multipatterns that appear in the definition of a function \( f \) must be linear and mutually exclusive.

Let \( 1 \leq i \leq l \) and let \( Y_i \) be the set of pattern variables that occurs in the \( i \)-th equation together with their types. The right-hand sides of the equations on the definition of \( f \), that is, \( e_1, \ldots, e_l \), are valid terms of type \( \tau \) with respect to \( Y_1, \ldots, Y_l \), respectively, and \( \{ f: \sigma_1, \ldots, \sigma_m \Rightarrow \tau \} \). Hence, each \( e_i \) can contain subterms of the form \( f(a_1, \ldots, a_m) \), where \( a_1, \ldots, a_m \) are terms of type \( \sigma_1, \ldots, \sigma_m \), respectively. Each \( a_u \) can, in turn, contain occurrences of \( f \), giving rise to nested recursive definitions, for \( 1 \leq u \leq m \).

The computation rules for \( f \) are given by the different equations in its definition. If we want to compute the expression \( f(a_1, \ldots, a_m) \), we first have to find a pattern \( p_1 \cdots p_m \) in the left-hand side of one of the equations defining \( f \) that matches the sequence \( a_1 \cdots a_m \). Let \( f \ p_1 \cdots p_m = e \) be the corresponding equation. As \( p_1 \cdots p_m \) matches \( a_1 \cdots a_m \), let \( \bar{b} \) be the sequence of terms that instantiate the pattern variables \( \bar{y} \). Then, we have the following computation rule

\[
f(a_1, \ldots, a_m) \mapsto e[y := \bar{b}].
\]

If, on the contrary, there is no pattern that matches the sequence \( a_1 \cdots a_m \), then the function \( f \) is undefined on that sequence.

Let us give some examples of recursive functions defined in this way.

The Fibonacci function is defined as

\[
\text{fix fib: Nat \Rightarrow Nat}
\]
\[
fib 0 = s(0)
\]
\[
fib s(0) = s(0)
\]
\[
fib s(s(n)) = (+ \ fib(n) \ fib(s(n))).
\]

where \(+: \text{Nat} \rightarrow \text{Nat} \rightarrow \text{Nat}\) is one of the function defined in the class \( \mathcal{F} \).

The concatenation of lists is defined as

\[
\text{fix concat: List } \gamma, \text{List } \gamma \Rightarrow \text{List } \gamma
\]
\[
\text{concat nil } l_2 = l_2
\]
\[
\text{concat cons}(b, l_1) \ l_2 = \text{cons}(b, \text{concat}(l_1, l_2))
\]

Since this function is actually defined by pattern matching only on the first argument, it can also be defined as

\[
\text{fix concat: List } \gamma \Rightarrow \text{List } \gamma \rightarrow \text{List } \gamma
\]
\[
\text{concat nil} = [l_2] \ l_2
\]
\[
\text{concat cons}(b, l_1) = [l_2] \text{cons}(b, \text{concat}(l_1, l_2))
\]

We will see in section 6 that this definition is preferable when we translate this particular function into type theory. In general, it is better to put to the left of the symbol \( \Rightarrow \) only the arguments that play an actual role in the recursion.
The class of functions $\mathcal{FP}$ contains also mutually recursive definitions. The general form for defining $n$ mutually recursive functions is as follows:

$$\text{mutual fix } f_1: \sigma_{11}, \ldots, \sigma_{1m_1} \Rightarrow \tau_1$$

$$f_1 \ p_{11} \ldots p_{1m_1} = e_{11}$$

$$\vdots$$

$$f_1 \ p_{l_11} \ldots p_{l_1m_1} = e_{1l_1}$$

$$\vdots$$

$$f_n: \sigma_{n1}, \ldots, \sigma_{nm_n} \Rightarrow \tau_n$$

$$f_n \ p_{n1} \ldots p_{n1m_n} = e_{n1}$$

$$\vdots$$

$$f_n \ p_{nl_n1} \ldots p_{nl_nm_n} = e_{nl_n}$$

and defines $n$ functions $f_1, \ldots, f_n$ at the same time. Let $Y_{ji}$ be the set of pattern variables together with their type that occurs in the $i$th equation of the $j$th function, for $1 \leq j \leq n$ and $1 \leq i \leq l_j$, and let $SF$ be the set that contains the specification of the functions $f_1, \ldots, f_n$. Then, each right-hand side $e_{ji}$ must be a valid term of type $\tau_j$ with respect to $Y_{ji}$ and $SF$. That is, each function $f_j$ may only occur fully applied on the right-hand side of any of the equations.

The computation rules for $f_1, \ldots, f_n$ are defined as before. The difference is that now, we have to find the pattern within the definition of the function that we want to compute.

4.4 Conditional equations

In functional programming, conditional expressions are allowed within fixed point equations. That is, equations of the following form are allowed:

$$f \ p_1 \cdots p_m = \begin{cases} e_1 & \text{if } c_1 \\ \vdots \\ e_r & \text{if } c_r \end{cases}$$

If $Y$ is the set of pattern variables of the equation together with their types, then the conditions $c_1, \ldots, c_r$ are valid terms of boolean type with respect to $Y$ and $\{f: \sigma_1, \ldots, \sigma_m \Rightarrow \tau\}$. Also in this case, we will require that the boolean expressions are exclusive. This is really not a strong restriction since we could define $c_1' \equiv c_1$ and, for $2 \leq s \leq r$, $c_s' \equiv c_s \land \neg c_{s-1} \land \cdots \land \neg c_1$, and then replace the above equation with a similar one that uses the conditional expressions $c'$ instead, where $\land$ and $\neg$ are the boolean operators for conjunction and negation, respectively.

The computation rule associated with a conditional expression consists simply in reducing the application of the function to the branch corresponding
to the only true condition, if any. If, for a sequence of arguments instantiating the patterns, none of the conditional expressions evaluates to true, then \( f \) is undefined on that sequence. If \( a_1 \cdots a_m \) is a sequence of arguments for \( f \) that matches the pattern \( p_1 \cdots p_m \), that is, \( \alpha = \bar{p}[y := b] \), and if the condition \( c_\alpha[y := b] \) evaluates to true, then we have the following computation rule

\[
  f(a_1, \ldots, a_m) \leadsto e_\alpha[y := b].
\]

We end this section with the observation that a conditional equation as above can be seen as \( r \) equations of the form

\[
  f \; p_1 \cdots p_m = e_1 \text{ if } c_1 \\
  \vdots \\
  f \; p_1 \cdots p_m = e_r \text{ if } c_r
\]

since for a sequence of arguments \( a_1 \cdots a_m \) matching the pattern \( p_1 \cdots p_m \), at most one of the conditions \( c_1, \ldots, c_r \) evaluates to true. Hence, only one equation can be used to compute \( f(a_1, \ldots, a_m) \).

5 Turing Completeness

We prove that the class \( \mathcal{FP} \) of functional programs allows the definition of all partial recursive functions. This is not immediately clear, because of the restrictions that we have imposed on the recursive definitions. In particular, we do not have a general fixed point operator, that is, given any functional \( F: (\sigma \to \tau) \to \sigma \to \tau \), we cannot directly define a fixed point for it in our formalism. The tentative definition

\[
  \text{fix } f: \sigma \Rightarrow \tau \\
  f\; a = F \; f\; a
\]

is not correct, since the function \( f \) appears in the right-hand side of the above equation without being applied to an argument.

On the other hand, the alternative definition

\[
  \text{fix } f: \Rightarrow \sigma \to \tau \\
  f = F \; f
\]

is a valid recursive definition in our formalism, but it does not define the desired function since, according to the explanation that we give at the end of section 7, it does not actually define anything because the object \( f \), which is being defined, has the specification \( f: \Rightarrow \sigma \to \tau \) and occurs in the right-hand side of its own definition.

Therefore, the fixed point can be defined only when \( F \; f \) can be unfolded into an expression where \( f \) occurs only fully applied.

To show that every recursive function can be defined, we exploit Kleene normal form theorem (see for example, Theorem 10.1 in [BM77] or Theorem 1.5.6 in [Phi92]):
Theorem 1. [Kleene normal form] There exist primitive recursive predicates $T: \mathbb{N}^{n+2} \to \mathbb{N}$ for every natural number $n$, and a primitive recursive function $U: \mathbb{N} \to \mathbb{N}$ such that, for every partial recursive function $f: \mathbb{N}^n \to \perp \mathbb{N}$ there exists a natural number $e_f$ such that

$$f \overline{x} = U(\mu y. T(e_f, \overline{x}, y))$$

where $\mu$ is the minimisation operator.

Since both $T$ and $U$ are primitive recursive functions, they can be programmed in a functional programming language by structurally recursive algorithms. Therefore, there are programs $T: \text{Nat}^{n+2} \to \text{Bool}$ and $U: \text{Nat} \to \text{Nat}$ in the class $\mathcal{F}$, that we can use inside the recursive definition of $f$.

In [BC01], we have already used our method to translate the minimisation function in type theory. That formalisation contained a $\lambda$-abstraction in the right-hand side. As we show in section 7, the occurrence of $\lambda$-abstractions in the right-hand side of equations might cause problems in the translation, so here we give a slightly different formulation that avoids a $\lambda$-abstraction in the right-hand side of the definition. Since only elements of $\mathcal{F}$ and recursive calls can occur inside a recursive definition, we cannot directly use the minimisation function in the definition of $f$. Instead, we define a specific minimisation function and $f$ within a mutual recursive definition. This minimisation function does not really depend on $f$, but the use of a mutual recursive definition is a trick to be able to use minimisation inside the definition of $f$.

$$\text{mutual fix min}_{\overline{x}}: \text{Nat}^n, \text{Nat} \Rightarrow \text{Nat}$$

$$\begin{align*}
\min_{\overline{x}} \overline{y} & = \begin{cases} 
y & \text{if } (T e_f \overline{x}, y) \\
\min_{\overline{x}}(\overline{x}, s(y)) & \text{if } \neg (T e_f \overline{x}, y)
\end{cases} \\
f: \text{Nat}^n \Rightarrow \text{Nat} \\
f \overline{x} & = (U \min_{\overline{x}}(\overline{x}, 0))
\end{align*}$$

where $\neg$ is the boolean negation.

This definition shows that every function definable by a Kleene normal form can be implemented in our system.

Theorem 2. Every (partial) recursive function is definable in $\mathcal{FP}$.

6 Translation into Type Theory

We give a formal presentation of how to translate a general recursive definition in type theory. The translation applies to the class of functions $\mathcal{FP}$ defined in section 4.

We assume that the user is familiar with constructive type theory and knows how to translate types and expressions from functional programming into their
type-theoretic equivalents. All types in functional programming have a corresponding type defined in type theory in the same way, except for the difference in notation. Structurally recursive functions, that is, the elements of the class $F$, can also be directly translated in type theory with the corresponding types.

If $A$ is a type or an expression in functional programming, we denote its corresponding translation into type theory by $\bar{A}$.

Let $f$ be a general recursive function in $FP$. Thus, $f$ has the specification

$$f : \sigma_1, \ldots, \sigma_m \Rightarrow \tau$$

and is defined by a sequence of recursive equations. There are two possible kinds of equations, with or without conditionals. They have the following shapes, respectively:

$$f \ p_1 \cdots p_m = e$$
$$f \ p_1 \cdots p_m = e \text{ if } c \quad (*)$$

Notice that the equation on the left is a special case of the equation on the right, where the condition $c$ is constantly true. For this reason, we only consider conditional equations in the rest of this section.

Let $\bar{\sigma}_1, \ldots, \bar{\sigma}_m$, and $\bar{\tau}$ be the type-theoretic translation of $\sigma_1, \ldots, \sigma_m$, and $\tau$, respectively. To translate $f$ into type theory, we define a special-purpose accessibility predicate $f\text{Acc}$ and the type-theoretic version of $f$, which we call $\hat{f}$ and that has the predicate $f\text{Acc}$ as part of its domain. These two components have the following types:

$$f\text{Acc} \in (x_1 \in \bar{\sigma}_1; \ldots; x_m \in \bar{\sigma}_m)\text{Set}$$
$$f \in (x_1 \in \bar{\sigma}_1; \ldots; x_m \in \bar{\sigma}_m; h \in f\text{Acc}(x_1, \ldots, x_m))\bar{\tau} \quad (\ast')$$

The function $f$ is defined by structural recursion on the argument $h$. Hence, we have one equation in $f$ for each constructor of $f\text{Acc}$.

If the function $f$ is defined by nested recursion, we should define $f\text{Acc}$ and $f$ simultaneously using Dybjer’s schema for simultaneous inductive-recursive definitions [Dyb00]. Otherwise, we first define $f\text{Acc}$ and then use that predicate to define $f$.

Let us start by discussing how to define the predicate $f\text{Acc}$. This predicate has at least one constructor for each of the equations in the definition of the function $f$. The number of constructors associated with each equation depends on the structure of the expressions $c$ and $e$ in the equation. All constructors associated with the equation $(\ast)$ produce a proof of $f\text{Acc}(\bar{p}_1, \ldots, \bar{p}_m)$, where $\bar{p}_u$ is the straightforward translation$^2$ of $p_u$, for $1 \leq u \leq m$. The type of each of the constructors associated with the equation $(\ast)$ depends on the structure and on the recursive calls that occur in $c$ and in $e$. The fact that at most one equation can be used for the computation of $f(a_1, \ldots, a_m)$, with $a_u : \sigma_u$, and the way we break down the structure of $c$ and $e$ to establish the type of each

$^2$As we will see later when we formally define the translation of an expression, patterns are translated in a straightforward way.
constructor, guarantees that at most one constructor can be used to build a proof of $f\text{Acc}(\hat{a}_1, \ldots, \hat{a}_m)$, where each $\hat{a}_u$ is the type-theoretic translation of $a_u$.

Case expressions are the only kind of expressions that might impose the need of several constructors associated with an equation. The reason is that each branch of a case expression needs to be treated separately since it contributes to the type of the corresponding constructor in a different way. Case expressions may occur anywhere within a term; there may be case expressions inside a conditional expression, a $\lambda$-abstraction, a function application, a constructor application, or even inside other case expressions, which implies that any expression might impose the need of several constructors associated with an equation.

However, not all case expressions introduce several constructors. Some case expressions, that we call safe, can be directly translated into type theory as case expressions. Safe case expressions are such that none of their branches introduce partiality, hence they can be straightforwardly translated into type theory without further analysis. The expression on which we perform case analysis might still introduce partiality. An example of a safe case expression is the following:

\[
\text{Cases } f(n) \text{ of } \begin{cases} 0 & \mapsto 0 \\ s(m) & \mapsto \text{Cases } xs \text{ of } \begin{cases} \text{nil} & \mapsto s(0) \\ \text{cons}(y, ys) & \mapsto n + y \end{cases} \end{cases}
\]

where $f : \text{Nat} \Rightarrow \text{Nat}$ is the function being defined, $n$ is a natural number and $xs$ is a list, and $m$, $y$ and $ys$ are fresh variables of the corresponding types.

First of all, let us explain the general idea of the translation. We associate a series of constructors for $f\text{Acc}$ and a corresponding series of equations for $f$ with each equation in the definition of $f$. The most important part of the translation is the definition of the types of the constructors $f\text{Acc}$. For that purpose, we analyse the structure of the conditional expression $c$ and of the right-hand side $e$ of the equation and, from them, we construct a context of assumptions for the different constructors of the predicate.

We start with the context $\Gamma$ comprising the variables introduced in the patterns $p_1, \ldots, p_m$ of the equation; each variable is assumed with type $\hat{\sigma}$ if $\sigma$ is its type in functional programming. Then, we associate classes of context extensions $\Phi_c$ and $\Theta_e$ with the boolean expression $c$ and with the defining term $e$, respectively. Putting these contexts together we get a context $\Gamma; \Phi_c; \Theta_e$ comprising all the assumptions needed for the corresponding constructor of $f\text{Acc}$. The extension $\Phi_c$ is such that the context $\Gamma; \Phi_c$ contains assumptions sufficient to make the condition $c$ meaningful. Together with $\Phi_c$, we get a translation $\hat{c}$ of the condition.

This leads us to the final definition of the type for the corresponding constructor of the predicate $f\text{Acc}$:

\[
f_{\text{acc}, c} \in (\Gamma; \Phi_c; q \in \hat{c} = \text{true}; \Theta_e)f\text{Acc}(\hat{p}_1, \ldots, \hat{p}_m).
\]

where $=$ is the propositional identity in type theory and $\text{true}$ is the type-theoretic boolean value $\text{true}$.
Simultaneously with the definition of the context extension $\Theta_e$, we also get a translation $\hat{c}$ of the term $e$ itself. Then, the equation of $f$ associated with the constructor $f_{\text{acc},e}$ becomes

$$f(\hat{p}_1, \ldots, \hat{p}_m, f_{\text{acc},e}(\overline{x}, \overline{y}, q, \overline{z})) = \hat{c}$$

where $\overline{x}$ is the sequence of variables assumed in $\Gamma$, $\overline{y}$ is the sequence of variables assumed in $\Phi_c$, $q$ is a variable of type ($\hat{c} = \text{true}$), and $\overline{z}$ is the sequence of variables assumed in $\Theta_e$.

A single equation may be associated with several constructors of the accessibility predicate and, consequently, with several equations of the translated function. So, we associate a sequence $P_c(\Gamma)$ of pairs $\langle \Phi_c, \hat{c} \rangle$ of context extensions $\Phi_c$ and boolean terms $\hat{c}$ in type theory with the boolean term $c$. Similarly, we associate a sequence $P_e(\Gamma)$ of pairs $\langle \Theta_e, \hat{e} \rangle$ with the term $e$. The definition of $P_a(\Gamma)$ is the same for the conditional expression $c$ and for the term $e$, so we treat them together in the sequel.

In what follows, given an expression $a$, we write the sequence of pairs in $P_a(\Gamma)$ between $\{\}$, that is, we write $P_a(\Gamma) \equiv \{\cdot \cdot \cdot \}$ when defining $P_a(\Gamma)$. In addition, $\langle \Phi_a, t_a \rangle$ denotes a generic element of $P_a(\Gamma)$ and $\#P_a$ denotes the number of elements in $P_a(\Gamma)$.

Sometimes a subterm of $a$ contains bound variables with the same name as the variables in $\Gamma$. The definition of $P_a(\Gamma)$ may require that those variables are introduced in the context extension. To avoid naming conflicts we assume, without always explicitly saying it, that those variables are renamed with a fresh name before being introduced in the context. The need of the renaming of the variables becomes clear if we consider the following equation:

$$f \ x = \text{Cases } x \ of \ \begin{cases} 
0 & \mapsto e_0 \\
 s(x) & \mapsto e_s
\end{cases}$$

This equation presents no problem in functional programming. Any occurrence of the variable $x$ in $e_s$ is bound by the variable $x$ in the pattern $s(x)$, hence it does not refer to the variable $x$ that occurs in the left-hand side of the equation. Thus, the binding $s(x)$ shadows the variable $x$ in the left-hand side of the equation inside the expression $e_s$. However, we need to be able to refer to both variables $x$ in type theory. As it will become clear below, we might need to add $(x = s(x))$ to the assumptions of one of the pairs in the definition of $P_a(\Gamma)$. While the type $(x = s(x))$ is empty, the type $(x = s(y))$ might not be, for $y$ a fresh variable name of the corresponding type.

We define $P_a(\Gamma)$ by recursion on the structure of the term $a$. If $\langle \Phi, t \rangle \in P_a(\Gamma)$, then the term $t$ can be seen as the translation $\hat{a}$ of $a$ under the assumptions in $\Gamma; \Phi$. The reader can verify that if $\sigma_a$ is the type of $a$ in functional programming, then $\sigma_a$ is the type of $t$ in the context $\Gamma; \Phi$.

$a \equiv z$: If the expression $a$ is a variable, then $P_a(\Gamma) \equiv \{\{z\}\}$.

e $\equiv c(a_1, \ldots, a_o)$: Here, $0 \leq o$. First, we determine $P_{a_1}(\Gamma), \ldots, P_{a_o}(\Gamma)$ by structural recursion and then, we combine these sequences into the definition
of $P_a(\Gamma)$. For each $\langle \Phi_{a_1}, t_{a_1}\rangle$ in $P_{a_1}(\Gamma)$, $\ldots$, $\langle \Phi_{a_n}, t_{a_n}\rangle$ in $P_{a_n}(\Gamma)$, we add the pair $\langle \Phi_{a_1}; \ldots; \Phi_{a_n}, c(t_{a_1}, \ldots, t_{a_n})\rangle$ to $P_a(\Gamma)$, where $c \equiv \tilde{c}$. That is, we add a pair to $P_a(\Gamma)$ for each of the possible combinations of the elements in $P_{a_1}(\Gamma), \ldots, P_{a_n}(\Gamma)$. Formally, we have

$$P_a(\Gamma) \equiv \{ \langle \Phi_{a_1}; \ldots; \Phi_{a_n}, c(t_{a_1}, \ldots, t_{a_n})\rangle | (\Phi_{a_1}, t_{a_1}) \in P_{a_1}(\Gamma), \ldots, (\Phi_{a_n}, t_{a_n}) \in P_{a_n}(\Gamma) \}.$$ 

$a \equiv f(a_1, \ldots, a_m)$: Again, we first determine $P_{a_1}(\Gamma), \ldots, P_{a_n}(\Gamma)$ by structural recursion. As before, we combine these sequences into the definition of $P_a(\Gamma)$. In addition, we have to add the assumption corresponding to the recursive call $f(a_1, \ldots, a_m)$, stating that the tuple $(\tilde{a_1}, \ldots, \tilde{a_m})$ satisfies the predicate $f\text{Acc}$. Remember that $f \equiv \tilde{f}$ and that $f$ takes an extra parameter, which is a proof that the input values satisfy the predicate $f\text{Acc}$. Hence, we have that

$$P_a(\Gamma) \equiv \{ \langle \Phi_{a_1}; \ldots; \Phi_{a_m}, h \in f\text{Acc}(t_{a_1}, \ldots, t_{a_m}), f(t_{a_1}, \ldots, t_{a_m}, h)\rangle | (\Phi_{a_1}, t_{a_1}) \in P_{a_1}(\Gamma), \ldots, (\Phi_{a_m}, t_{a_m}) \in P_{a_m}(\Gamma) \}.$$ 

$a \equiv (a_1 a_2)$: This case is treated similarly to the previous two cases.

$$P_a(\Gamma) \equiv \{ \langle \Phi_{a_1}, \Phi_{a_2}, t_{a_1}(t_{a_2})\rangle | (\Phi_{a_1}, t_{a_1}) \in P_{a_1}(\Gamma), (\Phi_{a_2}, t_{a_2}) \in P_{a_2}(\Gamma) \}.$$ 

$a \equiv [z]b$: Let $\sigma$ be the type of $z$. We first calculate $P_b(\Gamma; z \in \tilde{\sigma})$ recursively. If $P_b(\Gamma; z \in \tilde{\sigma}) = \{ \langle \cdot, t_{b}\rangle \}$, that is, if $P_b(\Gamma; z \in \tilde{\sigma})$ contains only one pair and the context extension in that pair is empty, then

$$P_b(\Gamma) \equiv \{ \langle \cdot, [z]t_{b}\rangle \}.$$ 

In other words, in this case, the method does not produce any assumptions, and the $\lambda$-abstraction can be directly translated into type theory. Otherwise, let $P_b(\Gamma; z \in \tilde{\sigma}) = \{ \langle \Phi_{b_1}, t_{b_1}\rangle, \ldots, \langle \Phi_{b_k#p_k}, t_{b_k#p_k}\rangle \}$. To translate this term as a $\lambda$-abstraction in type theory, we must impose that the translation $\hat{b}$ of the abstracted term $b$ is well-defined for every value of the variable $z$. Therefore, the assumption generated by $a$ must be the universal quantification over $z$ of all the assumptions for $b$.

Let $\Sigma \Phi$ be the conjunction of all the assumptions in a non-empty context $\Phi$ and let $\overline{\Phi}$ be the variables in $\Phi$. We define

$$P_a(\Gamma) \equiv \{ \langle H \in (z \in \tilde{\sigma}) \Sigma \Phi_{b_1} + \ldots + \Sigma \Phi_{b_k#p_k}, t_{a}\rangle \}$$ 

with

$$t_{a} \equiv [z] \text{ Cases } H(z) \text{ of }$$

$$\begin{align*}
\text{in}_1(\overline{\Phi_{b_1}}) & \mapsto t_{b_1} \\
\vdots \\
\text{in}_{#p_k}(\overline{\Phi_{b_{#p_k}}}) & \mapsto t_{b_{#p_k}}
\end{align*}$$
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If \( \#\mathcal{P}_b = 1 \), then we do not need to construct a disjoint union type and we just put

\[
\mathcal{P}_a(\Gamma) \equiv \{(H \in (z \in \hat{\sigma}) \Sigma \Phi, \ t_a)\}
\]

with

\[
t_a \equiv \text{Cases } H(z) \text{ of } \{ (\hat{y}_{q_a}) \mapsto t_b \}.
\]

If, moreover, \( \Phi_b \) contains only one assumption, then we do not need to construct a \( \Sigma \)-type. We can just call \( y_{\Phi} \) the variable introduced in the assumption in \( \Phi_b \), and put

\[
\mathcal{P}_b(\Gamma) \equiv \{(H \in (z \in \hat{\sigma}) \Phi, \ t_a)\}
\]

with

\[
t_a \equiv \text{Cases } H(z) \text{ of } \{ y_{\Phi} \mapsto t_b \}.
\]

In the examples, we always use the simplest possible version.

\[
a \equiv \text{Cases } b \text{ of } \begin{cases} p_1 \mapsto a_1 \\ \vdots \\ p_v \mapsto a_v \end{cases} : \text{ Here, } 0 \leq v. \text{ First, observe that variables, constructors and constructor applications are translated into their type-theoretic equivalents in a straightforward way. Hence, the translation } \hat{p} \text{ of a pattern } p \text{ is also straightforward. In addition, notice that if we compute } \mathcal{P}_b(\Gamma) \text{ we obtain } \{( , \hat{p})\}.
\]

If the different branches of the case expression do not contain recursive calls or do not introduce partiality, we can give a straightforward translation. We call such case expressions safe and we translate them directly as case expressions in type theory. Formally, a safe case expression

\[
\text{Cases } b \text{ of } \begin{cases} p_1 \mapsto a_1 \\ \vdots \\ p_v \mapsto a_v \end{cases}
\]

are exclusive and exhaustive and, for each branch in the case expression, \( \mathcal{P}_a(\Gamma) = \{( , t_a)\} \), for \( 1 \leq s \leq v \). Notice that, for a case expression to be safe, there should be no recursive call in any of the expressions \( a_1, \ldots, a_v \).

For a safe case expression we define

\[
\mathcal{P}_a(\Gamma) = \{(a, t_a) \mid (a, t_b) \in \mathcal{P}_b(\Gamma)\}
\]

where

\[
t_a = \text{Cases } t_b \text{ of } \begin{cases} \hat{\mu}_1 \mapsto t_{a_1} \\ \vdots \\ \hat{\mu}_v \mapsto t_{a_v} \end{cases}
\]

If the case expression is not safe, each of the different branches imposes the need of a different constructor. Let \( \hat{y}_a \) be the variables introduced by
the pattern \( p_s \) and let \( \overline{\pi_s} \) be the types of those variables. Let \( \overline{y_s} \) be a renaming of the variables in \( \overline{\pi_s} \) by fresh variable names with respect to \( \Gamma \). Observe that the renaming of the variables in \( \overline{\pi_s} \) forces the corresponding renaming in \( \overline{\pi_s} \), which will be performed together with the translation of \( \overline{\pi_s} \) into its type-theoretic equivalent \( \overline{\pi_s} \).

Let us denote \( \overline{y_s} \in \sigma_s \) by \( \Gamma_s \). As we have said before, each branch in the case expression imposes the need of at least one different constructor. Notice that each \( a_s \) may impose the need of several constructors, namely \#P_{a_s}. Then, the number of constructors corresponding to the \( s \)th branch is also \#P_{a_s}. The constructors associated with the \( s \)th branch should assume the variables introduced in the branch, that is, \( \Gamma_s \). In addition, to ensure that these constructors are used only when we are inside the branch \( s \), they should also assume \( q_s \in b = \hat{p}_s \), where \( q_s \) is a fresh variable name for each \( s \). The expression \( b \) might also impose the need of several constructors and that it might contribute to the type of the constructors. Hence, as before, we should combine the elements in \( \mathcal{P}_b(\Gamma) \) and in \( \mathcal{P}_{a_s}(\Gamma; \Gamma_s) \) in all possible ways. Now, we determine \( \mathcal{P}_b(\Gamma), \mathcal{P}_{a_s}(\Gamma; \Gamma_1), \ldots, \mathcal{P}_{a_v}(\Gamma; \Gamma_v) \) by structural recursion and then we define

\[
\begin{align*}
\mathcal{P}_{a_s}(\Gamma) & \equiv \{ \langle \Phi_b; \Gamma_s; q_s \in (t_b = \hat{p}_s); \Phi_{a_s}, t_{a_s} \rangle & | \\
& \langle \Phi_b, t_b \rangle \in \mathcal{P}_b(\Gamma), 1 \leq s \leq v, \langle \Phi_{a_s}, t_{a_s} \rangle \in \mathcal{P}_{a_s}(\Gamma; \Gamma_s) \} 
\end{align*}
\]

This completes the definition of \( \mathcal{P}_{a_s}(\Gamma) \).

Let us now return to the translation of the function \( f \) in type theory. To complete the definitions of \( \text{fAcc} \) and \( f \), whose types where introduced in (\( \ast' \)), we need to give the type of the different constructors of the predicate \( \text{fAcc} \) and the different equations that define the function \( f \). We recall that the function \( f \) is defined by (conditional) equations. The shape of each equation that define \( f \) is given in (\( \ast \)). Let us assume that \( \overline{\pi} \) is the sequence of pattern variables in the equation with types \( \pi \). Let \( \Gamma \) be \( (y \in \overline{\pi}) \).

Using the definition we presented above, we determine \( \mathcal{P}_c(\Gamma) \) and \( \mathcal{P}_e(\Gamma) \). Observe that all the terms \( t_e \) in the sequence of pairs \( \mathcal{P}_c(\Gamma) \) are boolean terms. To define the constructors of \( \text{fAcc} \) and the equations that define \( f \), we should combine in all possible ways the elements in \( \mathcal{P}_c(\Gamma) \) and \( \mathcal{P}_e(\Gamma) \). Let \( \langle \Phi_{cr}, t_{cr} \rangle \) be the \( r \)th element of \( \mathcal{P}_c(\Gamma) \) and \( \langle \Phi_{el}, t_{el} \rangle \) the \( l \)th element of \( \mathcal{P}_e(\Gamma) \). We recall that patterns are straightforwardly translated into type theory. Then, the corresponding constructor of \( \text{fAcc} \) is as follows:

\[
\text{fac}_{crl} \in (\Gamma; \Phi_{cr}; q_r \in t_{cr} = \text{true}; \Phi_{el})\text{fAcc}(\hat{p}_1, \ldots, \hat{p}_m).
\]

If the corresponding equation is a non-conditional equation, then \( \mathcal{P}_e(\Gamma) \) is empty and the assumptions \( \Phi_{cr}; q_r \in t_{cr} = \text{true} \) are not present in the constructor. The presence or not of these premises is the only difference between the constructors associated with a conditional equation and the constructors associated with a non-conditional equation. Notice also that in the examples we gave in section 3, we converted \( c \) into a predicate rather than a boolean function. This is not a problem since we can always define \( t_{cr}' \equiv t_{cr} = \text{true} \).
Thus, the translation of the corresponding function, for any subexpression \(a\) let us call recursive function \(f\) as a recursive algorithm. Hence, let us consider one of the equations that define a general choice of where to put the symbol \(\Rightarrow\) in mind when choosing the definition of a function. Finally, observe that the \(\lambda\) the expressions in the equation, in particular to the case expressions and the constructors associated with an equation is strongly related to the structure of what we have done in the examples we presented in section 3. The number of only when that assumption has not yet been added to the sequence. This is an assumption corresponding to a recursive call into a sequence of assumptions corresponding to that call. This problem can be easily eliminated if we add equal recursive calls in an equation, our method will duplicate the assumptions the type of a constructor. Observe also that if we have two or more syntactically non-safe case expressions and conditionals are the expressions that contribute to introduction of the pattern variables of an equation, abstraction, recursive calls, the equation is a non-conditional equation with no case expressions in the right-hand side. Finally, let us assume here that there are no recursive calls to inside a \(\hat{f}\) right-hand side. Finally, let us assume that the equation is a non-conditional equation with no case expressions in the nested recursive calls in the equation. For the sake of simplicity, let us assume that \(\hat{f}\) has only one element. In order to calculate \(P_{\epsilon_1}(\Gamma)\), we first have to calculate \(P_{\epsilon_1(a_1,\ldots,a_m)}(\Gamma)\)

\[
P_{\epsilon_1(a_1,\ldots,a_m)}(\Gamma) \equiv \{ (\Phi_{a_1};\ldots;\Phi_{a_m}; h \in f\text{Acc}(\hat{a}_1,\ldots,\hat{a}_m), f(\hat{a}_1,\ldots,\hat{a}_m, h)) \}
\]

Hence, \(f(a_1',\ldots,a_m')\) is defined as \(f(\hat{a}_1,\ldots,\hat{a}_m, h)\). Now, we calculate

\[
P_{\epsilon_1(a_1,\ldots,a_m')}(\Gamma) \equiv \{ (\Phi_{a_1};\ldots;\Phi_{a_m}; h \in f\text{Acc}(\hat{a}_1,\ldots,\hat{a}_m), f(\hat{a}_1,\ldots,\hat{a}_m, h)) \}
\]

Thus, the translation of \(f(a_1,\ldots,f(a_1',\ldots,a_m'),\ldots,a_m)\) is defined as the term \(f(\hat{a}_1,\ldots,f(\hat{a}_1',\ldots,\hat{a}_m, h),\ldots,\hat{a}_m, h')\).
The constructor associated with the equation is

\[
\text{facc} \in (\Gamma; \ldots; \Phi_{a_1}; \ldots; \Phi_{a_m}; h \in \text{fAcc}(\vec{a}_1, \ldots, \vec{a}_m); \ldots; \Phi_{a_m};
\]
\[h' \in \text{fAcc}(\vec{a}_1, \ldots, f(\vec{a}_1, \ldots, \vec{a}_m), h), \ldots, \vec{a}_m); \ldots)
\]
\[\text{fAcc}(\vec{p}_1, \ldots, \vec{p}_m)
\]

and the corresponding equation in the definition of \(f\) would be

\[
f(\vec{p}_1, \ldots, \vec{p}_m, \text{facc}(\ldots, h, \ldots, h', \ldots)) = \]
\[
\cdots f(\vec{a}_1, \ldots, f(\vec{a}_1, \ldots, \vec{a}_m), h), \ldots, \vec{a}_m, h') \cdots
\]

Observe that the recursive calls to the function \(f\) are structurally smaller on the proof that the corresponding values satisfy the predicate \(f\text{Acc}\). Notice that we have the same property even if there are no nested recursive calls. Hence, a general recursive definition is translated into type theory as a structurally smaller recursive definition.

Now, let us consider an equation with a \(\lambda\)-abstraction in the right-hand side and a recursive call to \(f\) inside the \(\lambda\)-abstraction. We have then an equation of the form

\[
f \ p_1 \cdots p_m = \cdots [z](\cdots f(a_1, \ldots, a_m) \cdots) \cdots
\]

Let us call \(e_\lambda\) the expression \((\cdots f(a_1, \ldots, a_m) \cdots)\). Here, we first need to compute \(P_{[z]e_\lambda}(\Gamma)\). If \(\sigma\) is the type of \(z\), we have that

\[
P_{[z]e_\lambda}(\Gamma) \equiv \{(H \in (z \in \hat{\sigma}) \sum_{e_\lambda : A_\lambda} + \cdots + \sum_{e_\lambda : A_\lambda} P_{[z]e_\lambda}, [z]e_\lambda)\}
\]

where

\[
[z]e_\lambda \equiv [z] \text{Cases } H(z) \text{ of } \left\{
\begin{array}{ll}
\text{in}_1((\vec{y}_{e_\lambda})) & \mapsto t_{e_\lambda}^1 \\
\vdots & \\
\text{in}_s(\ldots, h, \ldots) & \mapsto \cdots f(\vec{a}_1, \ldots, \vec{a}_m, h) \\
\vdots & \\
\text{in}_{\#P_{e_\lambda}}((\vec{y}_{e_\lambda} \# p_{e_\lambda})) & \mapsto t_{e_\lambda \# p_{e_\lambda}}
\end{array}
\right.
\]

Here, \(1 \leq s \leq \#P_{e_\lambda}\), \(h \in \text{fAcc}(\vec{a}_1, \ldots, \vec{a}_m)\) and \(t_{e_\lambda}^k\) is the translation of the part of \(e_\lambda\) where the recursive call actually occurs. The context extension \(\Phi_{e_\lambda, s}\) contains the assumption \(\text{fAcc}(\vec{a}_1, \ldots, \vec{a}_m)\). There can, of course, be recursive calls in any of the others \(t_{e_\lambda\# p_{e_\lambda}}\), with \(1 \leq k \leq \#P_{e_\lambda}\).

The constructor associated with the equation is

\[
f\text{acc} \in (\Gamma; \ldots; H \in (z \in \hat{\sigma}) \sum_{e_\lambda : A_\lambda} + \cdots + \sum_{e_\lambda : A_\lambda} P_{[z]e_\lambda}, [z]e_\lambda)\}
\]

and the corresponding equation in the definition of \(f\) would be

\[
f(\vec{p}_1, \ldots, \vec{p}_m, \text{facc}(\ldots, H, \ldots)) = \cdots [z]e_\lambda \cdots
\]

Although it is less obvious here, the recursive calls to the function \(f\) are, also in this case, structurally smaller on the proof that the corresponding values
satisfy the predicate $f\text{Acc}$. To convince ourselves of this, let us analyse the term $	ilde{\lambda}z.\epsilon\lambda$. Observe that all the pattern variables in $\tilde{\lambda}z.\epsilon\lambda$ are structurally smaller than $H(z)$. In addition, the term $H(z)$ is considered structurally smaller than the term $H$. Hence, the variable $h$ in the $s$th branch of the case expression is a term structurally smaller than $H$.

If, instead of a single function, we face the mutual definition of $n$ functions

\begin{align*}
\text{mutual fix } f_1 &: \sigma_{11}, \ldots, \sigma_{1m_1} \Rightarrow \tau_1 \\
& \vdots \\
\text{mutual fix } f_n &: \sigma_{n1}, \ldots, \sigma_{nm_n} \Rightarrow \tau_n \\
& \vdots
\end{align*}

then, we need to define $n$ special-purpose accessibility predicates and $n$ type-theoretic functions with the following types:

\begin{align*}
f\text{Acc}_1 &\in (x_{11} \in \tilde{\sigma}_{11}; \ldots; x_{1m_1} \in \tilde{\sigma}_{1m_1})\text{Set} \\
& \vdots \\
f\text{Acc}_n &\in (x_{n1} \in \tilde{\sigma}_{n1}; \ldots; x_{nm_n} \in \tilde{\sigma}_{nm_n})\text{Set} \\
f_1 &\in (x_{11} \in \tilde{\sigma}_{11}; \ldots; x_{1m_1} \in \tilde{\sigma}_{1m_1}; h_1 \in f\text{Acc}(x_{11}, \ldots, x_{1m_1}))\tilde{\pi}_1 \\
& \vdots \\
f_n &\in (x_{n1} \in \tilde{\sigma}_{n1}; \ldots; x_{nm_n} \in \tilde{\sigma}_{nm_n}; h_n \in f\text{Acc}(x_{n1}, \ldots, x_{nm_n}))\tilde{\pi}_n
\end{align*}

Similarly to what happens in the translation of a single function definition, if a function $f_j$ is defined by nested recursion, for $1 \leq j \leq n$, we should define the $f\text{Acc}$’s and the $f$’s simultaneously. Otherwise, we first define the $f\text{Acc}$’s and we then use those predicates to define the $f$’s.

Each special-purpose accessibility predicate $f\text{Acc}_j$ and each function $f_j$ is defined as for a single function. Observe that now, the case in the definition of $\mathcal{P}_a(\Gamma)$ that deals with recursive calls should consider the recursive calls to any of the $n$ functions. Each recursive call is translated as in the definition of $\mathcal{P}_a(\Gamma)$.

7 Lazy, Strict and Totally Strict Semantics

We must be careful to state in what sense our type-theoretic translation of a functional program is equivalent to the original one. Given a program $f$ in $\mathcal{FP}$, our general method produces a pair consisting of a predicate $f\text{Acc}$ and a function $f$ that takes a proof that the input values satisfy the predicate as extra argument.

For a program with type, for example, $f : \sigma \Rightarrow \tau$, we obtain $f\text{Acc} \in (\tilde{\sigma})\text{Set}$ and $f \in (x \in \tilde{\sigma}; h \in f\text{Acc}(x))\tilde{\pi}$ in type theory, where $\tilde{\sigma}$ and $\tilde{\pi}$ are the type-theoretic translation of $\sigma$ and $\tau$, respectively. Then, we would like to state:

The program $f$ terminates on the input $x$ if and only if $f\text{Acc}(x)$ is provable. Moreover, if $h \in f\text{Acc}(x)$ the output produced by the computation of $f(x)$ is $f(x, h)$.
Unfortunately, this conjecture is not always true for lazy computational models. When evaluating an expression, a lazy computational model evaluates only the part of the expression that is necessary for the computation to continue. For example, in the expression $f(n) \leq 0$ we do not need to fully evaluate $f(n)$. If, at a certain stage, the computation produces the value $s(e)$, where $e$ is still an unevaluated expression, there is no need to further evaluate $e$ to produce a result for $f(n) \leq 0$, since we already know that the value of this expression must be false.

Similarly, in the definition of a recursive function, when we have a recursive equation of the form

$$f \vec{p} = \cdots f(\vec{p}) \cdots$$

the lazy evaluation strategy requires that $f(\vec{p})$ is computed only if it is needed. Moreover, the computation is performed when it is needed.

On the other hand, a strict evaluation strategy requires that the arguments of a function are always fully evaluated before the function is computed. Hence, in the example above, $f(\vec{p})$ must be computed before the computation of $f(\vec{p})$ begins, even if the value of $f(\vec{p})$ may not actually be needed for the final result.

Our translation of a functional program in type theory corresponds to a strict evaluation strategy. In the definition of $f\text{Acc}$, to prove $f\text{Acc}(\vec{p})$ we first need to prove $f\text{Acc}(\vec{a})$.

The distinction between lazy and strict evaluation strategy is relevant not only to the efficiency of computation, but also to the question of termination since a lazy program may terminate while the corresponding strict program diverges. Suppose the computation of $f(\vec{p})$ diverges and that its value is not actually needed for the computation of $f(\vec{p})$. Then, a lazy evaluation strategy would just ignore the call $f(\vec{p})$ and produce a result anyway, while a strict evaluation strategy would try to compute $f(\vec{p})$ and therefore diverge.

A good illustration of the difference between lazy and strict evaluation is the following mutual recursive definition, which is a variant of the one given in section 3.

```
mutual fix f : Nat \rightarrow Nat
  \begin{align*}
  f \ 0 &= 0 \\
  f \ s(n) &= f(g(n)) + g(n)
  \end{align*}

\begin{align*}
  g : Nat \rightarrow Nat \\
  g \ 0 &= 0 \\
  g \ s(n) &= \begin{cases} 
  g(f(n)) + n & \text{if } f(n) \leq n \\
  0 & \text{if } f(n) > n
  \end{cases}
  \end{align*}
```

Here is a table with the values of $f$ and $g$ for a few initial inputs:
First of all, let us consider the computation of $f(7)$. From the definition of $f$ and $g$, we have that $f(7) = f(g(6)) + g(6) = f(8) + 8$. This shows that $f$ and $g$ cannot be defined by primitive recursion since $f(7)$ calls itself on a larger argument. Therefore, this definition is a good candidate to be translated with our method.

As it is shown in the table, the computation of $f(13)$ diverges, independently of what evaluation strategy we adopt. However, if we partially evaluate it, we obtain

\[ f(13) = f(g(12)) + g(12) = f(19) + 19. \]

Now, when computing $g(14)$, we have to decide which of the two branches of the definition of $g$ to take depending on whether $f(13) \leq 13$ or $f(13) > 13$. A strict evaluation strategy would, at this point, try to fully evaluate $f(13)$ and diverge. On the other hand, in a lazy evaluation strategy, with the right definition of $+$ and $>$, one step of the computation of $f(13)$ would be enough to determine that the value of

\[ f(13) = f(19) + 19 > 13 \]

is true. Therefore, the second branch in the definition of $g$ would be taken and the desired result would be $g(14) = 0$.

Using our method we obtain the following two predicates and two functions.

\[
\begin{align*}
f\text{Acc} &\in (m \in \mathbb{N})\text{Set} \\
f_{\text{acc}}_0 &\in f\text{Acc}(0) \\
f_{\text{acc}}_s &\in (n \in \mathbb{N}; h_1 \in g\text{Acc}(n); h_2 \in f\text{Acc}(g(n, h_1)))f\text{Acc}(s(n)) \\
g\text{Acc} &\in (m \in \mathbb{N})\text{Set} \\
g_{\text{acc}}_0 &\in g\text{Acc}(0) \\
g_{\text{acc}}_{s1} &\in (n \in \mathbb{N}; h_1 \in f\text{Acc}(n); q \in (f(n, h_1) \leq n); h_2 \in g\text{Acc}(f(n, h_1)))g\text{Acc}(s(n)) \\
g_{\text{acc}}_{s2} &\in (n \in \mathbb{N}; h_1 \in f\text{Acc}(n); q \in (f(n, h_1) > n))g\text{Acc}(s(n))
\end{align*}
\]
\[ f \in (m \in \mathbb{N}; f_{\text{Acc}}(m))\mathbb{N} \]
\[ f(0, f_{\text{acc}}0) = 0 \]
\[ f(s(n), f_{\text{acc}}s(n, h_1, h_2)) = f(g(n, h_1), h_2) + g(n, h_1) \]

\[ g \in (m \in \mathbb{N}; g_{\text{Acc}}(m))\mathbb{N} \]
\[ g(0, g_{\text{acc}}0) = 0 \]
\[ g(s(n), g_{\text{acc}}s(n, h_1, h_2)) = g(f(n, h_1), h_2) + n \]
\[ g(s(n), g_{\text{acc}}s(n, h_1, q)) = 0 \]

Then, to compute \( g \) on 14, we must first prove \( g_{\text{Acc}}(14) \). If such a proof exists, it must be constructed using either \( g_{\text{acc}}s_1 \) or \( g_{\text{acc}}s_2 \). Both constructors require a proof \( h_1 \in f_{\text{Acc}}(13) \). But \( f_{\text{Acc}}(13) \) cannot be proved, since \( f(13) \) diverges. Thus, \( g_{\text{Acc}}(14) \) cannot be proved either and \( g \) is not defined on 14.

Therefore, our method corresponds to a strict semantics for functional programs.

An additional problem arises if a \( \lambda \)-abstraction occurs in the right-hand side of one of the equations in the definition of a recursive program. A strict semantics requires that, for an expression to be defined, all its subexpressions should be defined. This means that if the definition of a function \( f \) contains an equation of the form

\[ f \ p_1 \cdots p_m = e, \]

to evaluate \( f \) on arguments that instantiate the patterns \( p_1, \ldots, p_m \), we must strictly evaluate \( e \). In other words, if the computation of any subexpression of \( e \) diverges, then the computation of \( e \) also diverges, independently of whether the value of that subexpression is needed for the computation of \( e \) or not. In terms of definedness, we require that all the subexpressions of \( e \) are defined for \( e \) to be defined.

Then, a problem arises if \( e \) contains some \( \lambda \)-abstraction. Suppose that \( e \) is of the form

\[ e = \cdots [x]e' \cdots. \]

According to our interpretation, the subexpression \([x]e'\) must be defined for \( e \) to be defined. Notice however that \([x]e'\) denotes a function, and that functions are defined if their values are defined on every input. In other words, \([x]e'\) is defined if \( e' \) is defined for every value of \( x \). This amounts to requiring that, whenever a \( \lambda \)-abstraction occurs in the right-hand side of an equation, the corresponding function must be total. That is why we call this kind of semantics totally strict. Since the totality of recursive functions is in general undecidable, the totally strict semantics is not a computational model of functional programming. This is why even in functional programming languages with strict semantics, a higher type term is considered computed whenever it has been reduced to a \( \lambda \)-abstraction form, and not when the corresponding function is total.

In our method, we need to translate \( e \) into type theory to be able to translate the equation above. Since there are no partially defined terms in type theory, all subexpressions of \( e \) must be translated into totally defined terms. Therefore, total strictness is the appropriate semantics for \( FP \).
This point is illustrated by the following recursive function.

\[\begin{align*}
\text{fix } \text{fln} &: \text{List Nat} \Rightarrow \text{Nat} \\
\text{fln} \text{ nil} &= 0 \\
\text{fln} \text{ cons}(n, l) &= \begin{cases} 
0 & \text{if } \text{div}2(\text{fln}(l)) = 0 \\
s(m) & \text{if } \text{fln}(\text{map} \ x \text{fln} \text{ cons}(x + s(m), l)) = l 
\end{cases}
\end{align*}\]

In the second case of the second equation, we have a \(\lambda\)-abstraction as the functional argument of the function \text{map}. A recursive call to the function \text{fln} occurs in the scope of this abstraction. This causes the requirement of an infinite number of termination assumptions for the function. In fact, when we apply our method to this example, we obtain

\[\begin{align*}
\text{flnAcc} &\in (\text{List(N)})\text{Set} \\
\text{fln acc}_0 &\in \text{flnAcc}(\text{nil}) \\
\text{fln acc}_1 &\in \{ n \in \text{N}; l \in \text{List(N)}; h_1 \in \text{flnAcc}(l); q \in (\text{div}2(\text{fln}(l, h_1)) = 0) \} \text{flnAcc}(\text{cons}(n, l)) \\
\text{fln acc}_2 &\in \{ n \in \text{N}; l \in \text{List(N)}; h_1 \in \text{flnAcc}(l); m \in \text{N}; q \in (\text{div}2(\text{fln}(l, h_1)) = s(m)); H \in (x \in \text{N})\text{flnAcc}(x + s(m), l)); h_2 \in \text{flnAcc}(\text{map} \ ([x]\text{fln}(\text{cons}(x + s(m), l), H(x)), l)) \} \text{flnAcc}(\text{cons}(n, l)) \\
\text{fln} &\in \{ l \in \text{List(N)}; \text{flnAcc}(l) \} \text{N} \\
\text{fln}(\text{nil}, \text{fln acc}_0) &= 0 \\
\text{fln}(\text{cons}(n, l), \text{fln acc}_1(n, l, h_1, q)) &= \text{fln}(l, h) + 1 \\
\text{fln}(\text{cons}(n, l), \text{fln acc}_2(n, l, h_1, m, q, H, h_2)) &= \text{fln}(\text{map} \ ([x]\text{fln}(\text{cons}(x + s(m), l), H(x)), l), h_2)
\end{align*}\]

To compute \text{fln} on a non-empty list \text{cons}(n, l) we have to prove \text{flnAcc}(\text{cons}(n, l)). For this, we must use either the constructor \text{fln acc}_1 or the constructor \text{fln acc}_2. In both cases, we first need to give a proof \(h_1 \in \text{flnAcc}(l)\). Then, whenever \(\text{div}2(\text{fln}(l, h_1))\) is not zero, that is, it is the successor of \(m\), we must also give a proof

\[H \in (x \in \text{N})\text{flnAcc}(x + s(m), l)\]

and therefore, we must prove \text{flnAcc}(\text{cons}(x + s(m), l)) for every \(x\). Since we have an infinite number of \(x\)'s, this interpretation does not correspond to a viable operational semantics, because we cannot compute all these values in practice.

An analysis of the algorithm shows that the assumption \(H\) is unnecessarily strong. It requires the function

\[[x]\text{fln}(\text{cons}(x + s(m), l))\]

to be defined everywhere. However, in practice, since the function above is given as the functional argument of \text{map} and since the second argument of \text{map} is \(l\), we just need the function to be defined on the elements of \(l\).
Our translation does not analyse the behaviour of the occurrences of other functions in the definition. Thus, it does not try to determine what \texttt{map} does with its arguments. Instead, it considers the worst case scenario, that is, \texttt{map} could use its arguments in any possible way. Therefore, the translation requires that the function argument is defined for every value. It is possible to modify the definition of the function \texttt{fln} to force the interpretation to look into the definition of \texttt{map} by defining \texttt{fln} by mutual recursion with a specialised version of \texttt{map}.

\begin{verbatim}
mutual fix map_fln: Nat,List Nat,List Nat ⇒ List Nat
  map_fln m l1 nil = nil
  map_fln m l1 cons(n, l2) = cons(fln(cons(n + s(m), l1)), map_fln(m, l1, l2))

  fln: List Nat ⇒ Nat
  fln nil = 0
  fln cons(n, l) = Cases (div2 (fln(l))) of
    { 0 → fln(l) + 1
    { s(m) → fln(map_fln(m, l, l))
\end{verbatim}

The reader can verify that when we apply the translation for mutual recursive functions to this example, we get a much better condition for the termination of \texttt{fln}. In the case where \((\text{div2} \ fln(l)) = s(m)\), we require a proof of \texttt{map_flnAcc}(m, l, l), which is equivalent to \texttt{flnAcc}(\texttt{cons}(x + s(m), l)) for all elements \(x\) in \(l\), but not for every natural number \(x\).

From this example, it is clear that it is a good programming style, in terms of our type-theoretic translation, to avoid \(\lambda\)-abstractions inside the definition of a recursive function in \(\mathcal{FP}\). The user should instead try to replace every \(\lambda\)-abstraction with a new function mutually defined with the original one. If the function we want to formalise has the specification

\begin{verbatim}
fix f: \sigma ⇒ \tau_1 → \tau_2
\end{verbatim}

an easier solution might be to define it as

\begin{verbatim}
fix f: \sigma, \tau_1 ⇒ \tau_2
\end{verbatim}

In this way, the \texttt{fAcc} predicate contains an unnecessary argument but we avoid the need of a \(\lambda\)-abstraction in the right-hand side of the equations.

This said, the formal definition of the semantics of \(\mathcal{FP}\) is straightforward. This semantics consists in a mathematical interpretation of every function definable in \(\mathcal{FP}\). We assume that each data type \(\sigma\) is interpreted as a set \(\lbrack \sigma \rbrack\). A program \(f: \sigma_1, \ldots, \sigma_m ⇒ \tau\) is interpreted as a partial function

\begin{verbatim}
[f] ∈ \lbrack \sigma_1 \rbrack ⊗ \cdots ⊗ \lbrack \sigma_m \rbrack →⊥ \lbrack \tau \rbrack
\end{verbatim}

where \(⊗\) denotes the cartesian product of sets and \(A →⊥ B\) denotes the set of partial functions from a set \(A\) to a set \(B\).
Definition 4. Given the definition of a functional program \( f: \sigma_1, \ldots, \sigma_m \Rightarrow \tau \) in \( \mathcal{FP} \), we define \([f]\) as the least fixed point of an operator mapping partial functions to partial functions.

\[
F: (\langle \sigma_1 \rangle \otimes \cdots \otimes \langle \sigma_m \rangle \rightarrow \bot \langle \tau \rangle) 
\rightarrow (\langle \sigma_1 \rangle \otimes \cdots \otimes \langle \sigma_m \rangle \rightarrow \bot \langle \tau \rangle)
\]

The definition of \( F \) is standard, except for the fact that the value of \( F(f, a) \) should be undefined whenever an occurrence of a \( \lambda \)-abstraction within the definition of \( f \) is instantiated with a partial function.

For the mutual recursive definition of the functions \( f_1, \ldots, f_n \), the associated operator maps \( n \)-tuples of partial functions to \( n \)-tuples of partial functions,

\[
F: (\langle \sigma_{11} \rangle \otimes \cdots \otimes \langle \sigma_{1m_1} \rangle \rightarrow \bot \langle \tau_1 \rangle) \otimes \cdots \otimes (\langle \sigma_{n1} \rangle \otimes \cdots \otimes \langle \sigma_{nm_n} \rangle \rightarrow \bot \langle \tau_n \rangle) 
\rightarrow (\langle \sigma_{11} \rangle \otimes \cdots \otimes \langle \sigma_{1m_1} \rangle \rightarrow \bot \langle \tau_1 \rangle) \otimes \cdots \otimes (\langle \sigma_{n1} \rangle \otimes \cdots \otimes \langle \sigma_{nm_n} \rangle \rightarrow \bot \langle \tau_n \rangle).
\]

and the partial function denoted by \([f_i]\) is the \( i \)-th component of the least fixed point of \( F \).

In the definition of \([f]\), we did not precisely specify how to construct the operator \( F \). However, this construction is the natural one, once we have pointed out that \( \lambda \)-abstractions must be interpreted totally strictly.

A limit case occurs when the sequence of types to the left of the symbol \( \Rightarrow \) is empty, that is, for function definitions with the specification \( f: \Rightarrow \tau \). In this case, the domain of the operator \( F \) is \( 1 \rightarrow \bot \langle \tau \rangle \), where \( 1 \) is a singleton set. An element of \( 1 \rightarrow \bot \langle \tau \rangle \) can be seen as a partial element of \( \langle \tau \rangle \) in the sense that it is either undefined or it is defined and denotes an element of \( \langle \tau \rangle \). So, here, the operator \( F \) maps partial elements of \( \langle \tau \rangle \) to partial elements of \( \langle \tau \rangle \). Notice that if \( f \) occurs in the right-hand side of the (necessarily unique) equation in its definition, then, according to our strict interpretation, \( F \) would produce an undefined result when applied to an undefined argument. It follows that the least fixed point of \( F \) is an undefined element of \( \langle \tau \rangle \). In conclusion, such a definition of \( f \) does not actually define anything.

We can now state that the translation of the functions in \( \mathcal{FP} \) into type theory is complete with respect to the totally strict semantics.

Theorem 3. Let \( f: \sigma_1, \ldots, \sigma_m \Rightarrow \tau \) be a function in \( \mathcal{FP} \). Let \( f \text{Acc} \) and \( f \) be the special accessibility predicate for \( f \) and the type-theoretic version of \( f \), respectively. Then, \( f \) defines the same function as \([f]\) \( \in \langle \sigma_1 \rangle \otimes \cdots \otimes \langle \sigma_m \rangle \rightarrow \bot \langle \tau \rangle \), that is, for every sequence of arguments \( t_1 \in \sigma_1, \ldots, t_m \in \sigma_m \) we have that

\[
f \text{Acc}(t_1, \ldots, t_m) \text{ is provable } \iff [f] \text{ is defined on } (t_1, \ldots, t_m)
\]

and if \( h \in f \text{Acc}(t_1, \ldots, t_m) \), then

\[
f(t_1, \ldots, t_m, h) = [f](t_1, \ldots, t_m).
\]
8 Conclusions

We described a method to translate a vast class of algorithms from functional programming into type theory. We defined the class $FP$ of algorithms to which the method applies. This class is large enough to allow the implementation of all partial recursive functions. We gave a formal definition of the translation of the elements of $FP$ in type theory. Finally, we proved that the translation is sound and complete with respect to a certain mathematical model, that we call totally strict.

Future work will try to improve the translation of lambda abstractions, that is for the moment unsatisfactory. We also plan to develop the idea briefly explained at the end of section 3 and use impredicative type theory to formalise the method using an explicit type constructor for partial functions.

8.1 Related Work

There are few studies on formalising general recursion in type theory. In [Nor88], Nordström uses the predicate $\text{Acc}$ for that purpose.

In a different setting, Finn et al [FFL97] treat general recursive functions in a very similar way to our approach. Except for case expressions, for which they consider the conjunction of all the assumptions that arise in the different branches of the case expression instead of considering each branch in a separate way as we do, an algorithm is analysed in [FFL97] as it is in our method. Moreover, Finn et al give a similar interpretation when bound variables are present in the right-hand side of the equations and they arrive to similar conclusions about the semantics associated to the formalisation of their programs.

In addition, they have similar problems when using higher order functions in the definition of other functions. However, the different settings in which both works are performed give rise to some differences. A function $f$ is formalised in [FFL97] with the type that it has in a functional programming language, without the need of our extra parameter $f\text{Acc}$ as part of the type of $f$. However, $f$ obeys its definition in [FFL97] provided that its arguments can be proven to be in the domain of the function, which is called $\text{DOM}'f$. Once (and if) the function has been proven total, one can forget about $\text{DOM}'f$, which is not possible in type theory. Another important difference is that in [FFL97], an application $(f \ e)$ is always considered defined since the cases in which $(f \ e)$ is not defined are considered as returning an unknown value of the corresponding type. However, this causes some problems since the semantics they use is not capable of reflecting this distinction and some times one can prove things like $f \ 0 = 0$ when $f \ 0$ diverges.

In [DDG98], Dubois and Vigué Donzeau-Gouge take also a similar approach to the problem. They also formalise an algorithm with a predicate that characterises the domain of the algorithm and the formalisation of the algorithm itself. However, they consider neither case expressions nor $\lambda$-abstractions as possible expressions, which simplifies the translation a lot. In addition, they only present the translation for expressions in canonical form which also helps in the sim-
plification. The most important difference is their use of post-conditions. In order to be able to deal with nested recursion without the need of simultaneous inductive-recursive definitions, they require that, together with the algorithm, the user provides a post-condition that characterises the results of the algorithm.

Balaa and Bertot [BB00] use fix-point equations to obtain the desired equalities for the recursive definitions. The solution they present is rather complex and it does not really succeed in separating the actual algorithms and their termination proofs. In a later work [BB02], Balaa and Bertot use fix-points again to approach the problem. Their new solution produces nicer formalisations and although one has to provide proofs concerning the well-foundedness of the recursive calls when one defines the algorithms, there is a clear separation between the algorithms and these proofs. In any case, it is not very clear how their methods can be used to formalise partial or nested recursive algorithms.

In a recent work, Bertot et al [BCB02] present a technique to encode the method we described in [BC01] for partial and nested algorithms in type theories that do not support Dybjer’s schema for simultaneous inductive-recursive definitions. They do so by combining the way we define our special-accessibility predicate with the functionals in [BB00].

Other relevant publications that treat the problem of formalising partial functions and proving termination are [Abe02], [MM02], [dB94], and [BFG+00].
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