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Abstract. We present a JavaScript compiler that instruments code with information flow constraints.
We prove that the compiler generates secure code w.r.t a noninterference property. We provide libraries
that represent information flow specifications of DOM and other customary external interfaces. Using
the compiler, we give realistic examples of JavaScript code and show how to encode common security
flows in the web such as cookie stealing. The compiler is the result of inlining a new information flow
monitor for JavaScript that uses a labeling that makes code instrumentation more efficient.

1 Introduction

Web application security violations represent a major risk [9]. Violations are mainly due to the permissive
JavaScript semantics and integration of code coming from different origins, such as advertisement scripts.
As an example of such a risk Jang et al. [19] study, using an enhanced browser, 50000 JavaScript-based
websites and show that several sites, including Alexa global top-100, present privacy violating information
flows vulnerabilities. This critical security situation has led to an increasing interest in sound and practical
mechanisms to enforce JavaScript secure information flow.

Recent works on JavaScript security focus on dynamic mechanisms such as monitoring [17], secure multi-
execution [12], and multi-facets [3]. These mechanisms are browser-dependent. Either browser code or the
JavaScript machinery must be modified or a plugin must be installed in order for the mechanism to be
applicable.

In this work we focus on a browser-independent information flow control mechanism because it can
immediately be adopted in practice, JavaScript rewriting techniques are still subject to attacks [25,29], and
previous works dealing rigorously with the subject [32, 10,27, 28] study simple languages limited to static
variable references. We study a JavaScript subset without this restriction and extend it to external interfaces
including part of the DOM API [18]. We propose how to extend the proofs of the security theorem of the
compiler in a modular way by defining a lemma for each new external interface that is handled. In order
to instrument JavaScript programs in an efficient manner, we consider a new JavaScript information flow
monitor that departs from previous work [17] in what concerns dynamic labeling. We show that our labeling
is more suitable for inlining information flow since it allows for less constraints enforcements at run-time
and more efficient techniques to handle labels in compiled code. Finally, we discuss how the new monitor is
compatible with standard static labeling and can be used to extract an information flow type system.

In summary, our contributions are:

— A new labeling semantics for JavaScript and noninterference property associated with it. The new labeling
is suitable for efficient code instrumentation and compatible with static analyses.

— A sound JavaScript monitor for information flow with simplified constraints, compared to previous works.

— A compiler specification that generates information flow instrumented JavaScript code. A proof of correct-
ness and security regarding termination-insensitive noninterference for a JavaScript subset not restricted
to static variable references. We extend the instrumentation to external JavaScript interfaces, includ-
ing DOM interfaces, and present a general method to obtain modular proofs of security for external
interfaces.

— A prototype of the compiler available online as a web application [1] together with case studies encoding
common web vulnerabilities, such as cookie stealing.



Related work There are many mechanisms to prevent attacks coming from JavaScript code. For example
the Facebook Javascript Subset (FBJS) [14] was intended to prevent user-written gadgets to attack trusted
code but it did not succeed in its goals as shown in recent work by Maffeis and Taly [26]. Google Caja [30]
is similar to FBJS. A recent proof (2010) [25] shows that a subset of Caja has an isolation property called
capability safety, a property less expressive than information flow properties. Yahoo ADsafe [11] statically
validates JavaScript programs for security but as shown in Krishnamurthi et al. (2011) [29] its implementa-
tion reveals several bugs and other weaknesses. In contrast to other more ad-hoc isolation mechanisms, there
are elegant techniques to define information flow mechanisms that can be proved sound and effectively help
to prevent confidentiality and integrity attacks. In web applications there is a need for dynamic mechanisms
(see LeGuernic thesis for an excellent survey on the subject [20]) for information flow control due to the
dynamic nature of the JavaScript language. Austin and Flanagan [3] and Hedin and Sabelfeld [17] study
runtime monitors for noninterference in JavaScript-like languages. The monitor we propose is substantially
simpler than that of Hedin and Sabelfeld since labeling properties allows to have less security labels and sim-
pler constraints. In particular, labeling properties makes it unnecessary to have an existence security level.
Our monitor allows for more efficient code instrumentation as explained in the following section. Bohannon
et al. [7] propose reactive noninterference, a noninterference property for reactive programs such as web
scripts to replace the Same Origin Policy in browsers. Bielova et al. [6] later propose a an enforcement mech-
anism for reactive non-interference based on secure multi-execution [12] and implement it in Featherweight
Firefox browser model. Venkatakrishnan [32] is the first to present a hybrid technique that relies on runtime
information-flow tracking augmented with static analysis to reason about implicit flows that arise due to
unexecuted paths in a program. Chudnov and Naumann [10] propose monitor inlining of an information
flow-sensitive monitor for a simple imperative language. In parallel, Magazinius et al. [27] propose monitor
inlining for an imperative language with eval with the novel feature of performing inlining on the fly to
handle eval. In a follow up paper, Magazinius et al. [28] present automatic code rewriting for [27].

2 Interplay between Labeling and Instrumentation

Information flow policies are specified by labeling with security levels the observable resources of a program.
In general, to check conformance with an information flow security property, labels from a security lattice
are needed on intermediate interfaces such as properties and local variables. In the following, we assume
given a lattice £ of security levels. In the examples, we use £ = {H, L} with L < H. Labeling variables or
other resources in a program is frequently done statically via a mapping from statically referred resources to
security labels. In JavaScript, resources are dynamically created which makes it infeasible to refer to them
precisely at the static level as illustrated by the following JavaScript program:

z={}z[f()] =1

Here f is a function that returns a string s obtained by concatenation of arbitrary user input. In this program,
a reference to an object o is stored in variable z and then s is added to o as a property. Clearly, property s
cannot be labeled before runtime since its name is not known. Hence, instead of considering static labelings,
we consider dynamic labelings that map each property in every object to a security level. Existing works [17]
opt for dynamically store the security level on the value of the property of an object. Consider the following
example where as many different properties as the value of n are dynamically created:

while (n) {
o[n] = n;

n--}
Listing 1.1. Example 1 - Transformed

If security labels are assigned to values as in [17], we obtain the following code instrumentation that is
semantically equivalent to the original program (if the original program is secure):
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_pc = _lat.lub(_pc, n.level);

while(n.value) {
_lat.leq(_lat.lub(o.level, n.level, _pc), o.value.struct);
o[n.value] = {value: n.value, level: _lat.lub(o.level, n.level, _pc)l;
_lat.leq(_pc, n.level); n.value--}

Listing 1.2. Example 1 - Transformed

Note that in line 4 the program creates a new object for each value of n, that acts as an ”envelope” that
contains the value of the new property and its security label (obtained by computation of a least upper bound
_lat.lub(o.level, n.level, pc)). In our approach, we rather associate the security label directly to the property
of the object. Naturally, since every variable is semantically modeled as a property of a given scope object,
dynamic labelings also map resources to security levels, as in the static case. Variables and object properties
are thus treated uniformly. Instrumentation of the same original program using our approach gives:

_pc = _lat.lub(_pc, _lab[’n’]);
while (n) {
_lat.leq(_lat.lub(_lab[’0’], _lab[’n’], _pc), o.struct);

o[n] = n;

o.lab[n] = _lat.lub(_lab[’0’], _lab[’n’], _pc);
_lat.leq(_pc, _lab[’n’1);

n--}

Listing 1.3. Example 1 - Transformed

The resulting program is not creating new objects but only a new property in object o, modified at line
5, that corresponds to the labeling of the properties added to o with their corresponding security level.

3 JavaScript Labeling

We present JavaScript semantics extended with the computation of a dynamic labeling. The syntax of the
JavasScript subset considered is given in Figure 1.

Objects and Memory. Objects, taken from Obj, are modeled as partial functions from Str to Val. The
strings in the domain of anObj object are deemed its properties. Some properties cannot be changed by
the program, for clarity those properties are prefixed with an “@”. In order to create a new object, the
programmer must use the keyword new. References can be viewed as pointers to objects, in the sense that
every expressions that creates an object in memory does not yield the object itself, but a free reference
that points to it (that it is nondeterministically chosen). Since functions are executed in the environment
on which they are defined, their internal representation must include a reference to the scope object that
was active when the corresponding function literal was evaluated. Thus, at the semantic level, functions are
represented as function objects. A function object has the following two properties:

— Qcode: stores the internal representation of the function literal;
— @ fscope: stores a reference to the scope object that was active when the corresponding function literal
was evaluated.

Consequently, the evaluation of a function literal triggers the creation of a new function object and yields
the reference that points to it. A memory is a mapping from references to objects and the set of all memories
is denoted by Mem. In the following, we assume that memories include references to two special objects:

— The global object is the object that is at the bottom of every scope chain. Formally: [Qthis — #global, Qproto —

null, Qscope — null] < global (where we use < for function extension). For every memory, we use #global
as the reference to the global object.

— The prototype object is the object that is at the bottom of every prototype chain. Formally: protObj =
[@proto — null].



en==x identifier
| v primitive values
| this this keyword
| {mi1:e1,...,my, :e,} object literal
| function(z){s} function literal
| e1les] member selector
| z=e variable assignment
| er]ea] =es property assignment
| new eq(eq) constructor call
| ei(e2) function call
| eile2](es) method call
| (e1 opz e2) binary operations
S 1= 81; 89 sequence of statements
| var z variable declaration
| if(e){s1}else{s2} conditional
| while(e){s} while loop
| upgVar(z,0) extended syntax: variable upgrade
| upgProp(o,p, o) extended syntax: property upgrade
| upgStruct(o, o) extended syntax: property upgrade
viu=n number
| m string
| b boolean b € {true, false}
| null null
| undef undefined
| 7 reference
| Az.s function runtime value

Fig. 1. JavaScript Core Syntax and Extension for Security Upgrades

Labelings. A security labeling is a function I : (Ref — Str) U Ref — L that maps references and
properties from Str to security labels. The set of security labeling is denoted Additionally, labelings map
references of objects to their corresponding structure security level to keep track of dynamically added
properties. To illustrate this point, consider the following program from [17] where object o does not initially
have any properties:

i#(h) {o["p") = 0}:1 = ol"p"] (1)

bR e

Intuitively, the structure of object o depends on high variable h, because property ”p” is created in a context
that depends on h. Therefore, variable [ depends on a high variable as well: its final value will be 0 if & is true
or unde f otherwise. The reading effect is an upper bound on the levels of all the resources that are read during
the evaluation of s. The computed dynamic security labeling must correctly reflect the actual dependencies
entailed by the execution of the program. A dynamic security labeling establishes what resources are visible
at each security level. Hence, after the execution of the program the level of each resource must correspond
to the upper bound of the levels of the resources on which it depends. Although dynamic security labelings
are constructed at runtime, the programmer must be able to specify at the static level which security levels
are to be assigned to the resources that are created during execution. To this end, we extend the JavaScript
syntax with three additional constructs:

— upgVar(z,0) upgrades the level of variable = to the least upper bound between its current level and o.

— upgProp(o, p, o) upgrades the level of property p of the object referenced by variable o to the least upper
bound between its current level and o.

— upgStruct(o, o) upgrades the structure security level of the object referred by o to the least upper bound
between its current level and o.



Scope Look-up. Scope is modelled via scope objects. A scope object is an object that maps the formal
argument of the function that is currently executing to its current value. The only way to establish a new
scope is through a function call, method call or constructor call. Since JavaScript is syntactically scoped,
functions are executed in the scope on which they are defined. Therefore, scope objects have a special
property @scope which stores the reference of the scope object that was active when the function that is
being executed was stored in memory. The sequence of scope objects that can be accessed from a given scope
object through the respective @Qscope properties is deemed a scope chain. In order to determine the value
associated with a given variable, one has to inspect all the objects in the scope chain starting from the active
scope object (that is, the one at the top of the scope chain). This behaviour is modeled by the semantic
relation Rgcope Which is presented in Definition 1. The relation Rscope relates triples in Mem x Ref x Str
with elements of Ref. Informally, (i, 71, m) Rscope T2 means that reference rp points to the scope object
that is closest to the one pointed by r1 in the corresponding scope chain (that is stored in memory p) and
which defines a binding for m.

Definition 1 (Rscope)-

NULL BAse Look-up
(e, null,m) Rcope null m € dom(u(r)) m ¢ dom(u(r))  (u, p(r, @scope),m) Rscope 1’
’ ’ cope (1, 7,m) Rcope T (1,7, m) Rscope 1’

Prototype Look-up. In JavaScript every object has a prototype and stores a reference to it in an internal
property here denoted by @proto. When a program tries to access a property m of an object o, JavaScript
first checks if o0 has a property named m (that is, if m € o). If it does not, JavaScript checks if the prototype
of object o has a property named m and so forth. The sequence of objects that can be accessed from a
given object through the respective @Qproto properties is deemed a prototype chain. The prototype chain
look-up process is emulated by the semantic relation R p; o0, presented in Definition 2, that relates tuples
in Mem x Ref x Str x Lab with pairs in Ref x L. If {(u,r,m,I") Rproto {r',c), then r’ is the closest
reference to r in its corresponding prototype chain that defines a binding for m. Additionally, o corresponds
to the security level of the look-up process, which takes into consideration the whole prototype chain that is
inspected and not only the security level associated with the searched property.

Definition 2 (Rp,oto)-

BASE
NuLL

ed
(u, null,m, I') Rproto (null, L) m € dom(u(r))

<,Ua7"am7F> R Proto <T7F(7’a m))

Look-upr
m & dom(u(r)) r" = p(r, @Qproto) (', m, I') Rproto (1", 0) o' =I'(r,Qproto) UI'(r)Uoc

<uaramap> R proto <7"”,0'/>

Semantics Relation. Figures 2, 3, and 4 present the big-step semantics relation that computes the security
labeling. The relation has the following form:

rs,pet (p, s, ) | (0,0, 17, 0)

where 7, corresponds to the current scope object (also called active scope object), p and u' denote the
original and the final memories respectively, s denotes the program to be executed and v the value to which
the program evaluates, pc the security level of the program counter, I" and I the original and final labelings,
and o the reading effect of s. We use f[d — v] to denote a function f’ that coincides with f everywhere
except in d of the domain where f'(d) = v. We use = for equality in the semantics.

Legal labelings. Given a memory p, not all labelings I' are legal labelings for p. Particularly, we only
consider those that assign a security level to every property of every object in the corresponding memory.
Furthermore, a labeling only assigns security levels to existing properties of existing objects. Definition 3
formalizes the notion of well labeled memory, whereas Definition 4 extends this notion to big step transitions.



PrROPERTY UPDATE
rs,pc b (e, ') I (o, 1, I, 01) rs,pc b (1, e, I1) I (2, ma, I2,09)
rs,pc b (2, e3, o) I (us,v3, I3,03) mao € p3(r1)
Iy=13 [(T17m2>l—>0'1 |_|0'2L|0'3] u4iu3[(rl,m2)»—>v3]

rs,pct (p,eilea] = e3, I') I (pa, v, I'y, 03)

PROPERTY CREATION
re,pet (e, I) 4 (pa,r1, T, o1)  re,pet (ua, ez, Ih) 4 (p2, ma, Ia, 09)
rs,pet (ua, ez, Io) U (us,vs, [3,03)  mo & ps(r1)  pa = ps [(r1,m2) — vs]
F4 = Fg [(T’l,mg) — o1 Uoo |_|037T‘1 — Fg(?"l) Loy L|O'2]

Ts,PC = </’[/761[62} = 63,F> ‘U <M4’U3,F470-3>

PROPERTY LOOKUP
s, pc F <[JJ,€17F> ‘U’ <M17TI>F1;O—1> 7/.57]90'_ <:U’1a€2>F1> U’ </L27m23[‘270—2>
{(p2,71,m2, I2) Rproto (r',o")

rs,pe b (uyeiles], I') | (g, po(r',ma), Iy, 00 Uoa LUo’)

VARIABLE
<M7TS7$> RScope Tz Tx 7& null

T's, PC F </’L5‘T7F> U’ <u?ﬂ(rma‘r)7r7p(rl'az) |_|pC>

ASSIGNMENT - 1
Ts,PC = </’L76aF> li <M17U1a[11aal> </L,T5,.’E> 7?'Scope Ty Tr 7é null
Iy =T [(rg, ) — o1] po = p [(14, ) — v1]

TS,pCF </L,£U = 67F> ‘U <,LL2,’U1,FQ,O'1>

ASSIGNMENT - 2
Ts,PC F <,LL, €, F> U <,U'17 V1, F17 Ul> <U7 Ts, JU> RScope null
Iy = I [(#global, z) v 1] p2 = pa [(#global, x) — v1]

7”37]70'_ <M7x = 6,F> ‘U <,U/27U15F2a0-1>

FUNCTION LITERAL
o5 = [Qfscope — rs,Qcode — Ax.s, prototype — #objProt] ry & dom(p) W= plry— og]
I'" = I'[(ry,Qf scope) — pe, (rf, Qcode) — pe, (1, prototype) — pc]

75, pe b (u, function(z){s}, I') I (', s, I, pe)

Fig. 2. Instrumented Semantics of JavaScript Expressions - 1



Funcrion CALL
s, pc =, e0, I') I (po, 70, Lo, 00) 75, pct (po,e1, To) ¥ (pa,v1, 11, 01)
pc’ = I'1(rg, Qf scope) = ui(ro, Qfscope) Az.s = p1(ro, Qcode)

r & dom(juy) ' =1 [(r7,z) = o1, (r?, Qscope) — pc’ Uag, ! — pc’ U oo
0s = [x — vy, @Qscope — 1] w =y [ o] r! opd Uoog b (u', s, T | (W’ 0, T, o)

T's,PC F <[L,€0(€1)7F> ‘U/ <,LL”7U7F”70',>

METHOD CALL
Ts,PC - <M7607F> ‘U’ <M07TO7F07O—O> Ts,PC - <,U/0,€17F0> U’ </1'17m1aF1701>
rs,pe b (p,ea, 1) I (2, v2, I, 02) (12,70, m1, I2) Rproto (Tmsom)
pc = Iy (1, Qf scope) = pa(rm, m1)(Qf scope) Ax.s = pa(rm, my)(Qcode)

0s = [x > va, Qscope +— 1, Qthis — 1) r! & dom(uz) W= g [r o]
o =pd UoogUoy Loy, " =T"[(r", z) — o9, (r!,Qscope) — o', (r, Qthis) — g, 77 + o]

71;/7 O_/ }_ <’LL/,S,F//> u </,L//, 'U,F”I7 0_//>
T's,PC F <Ha€0[61](€2)7F> ll </~‘L”7U7F”/agu>

CONSTRUCTOR CALL
rs,pet (i, e0, I') 4 (1o, 70, I, 00) rs,pct (uo,e1, Lo) I (pa,v1, I, 01)
pc = I'(ro, Qf scope) = u1(ro, Qf scope) Ax.s = pq(ro, Qcode) rp = w1(ro, prototype)
op = I'\(ro, prototype) o = [Qproto — rp) ro & dom(p1) r & dom(u')
0s = [x — v1, Qscope — 1, Qthis — r,] o= [ro v 0,1 0]
I'" = I [(ro, @proto) — pcU oy, 1o — 00, (1, x) v o1, (1), Qscope) + oo, (), Qthis) — oq, 7, — o]

S

(
! pd Uao = (i, s, Y | (p 0, T, 0")
rs,pc bt (u,new eg(eq), Iy 4 (@’ v, I, o")

THIS - 1
Q@this € p(rs) Tihis = W(rs, Qthis) THIS - 2
Othis = I'(rs, Qthis) Qthis & u(rs)
rs,pe b= (u, this, I') 4 (g, Tenis, I, pe U Otnis) pe,rs = (u, this, I') I (i, #global, I, pc)
BIN OPERATOR
VALUE

Ts,PC l_ </~’47617F> ‘U/ </~’L17U13F170-1> Ts,PC '_ <l’l’a6271—’> ‘U’ <M27’U27F250.2>
s, pC = (p,e1 opa e, I') I (ua, Yop, (v1,v2), 2,01 Uog)

rs,pc b <N7U7F> I <,LL,U,F,pC>

Fig. 3. Instrumented Semantics of JavaScript Expressions - 2



VARIABLE UPGRADE
</’La Ts, .13> RScope Tz 7é undef
rs,pc b (u,upgVar(z,0), ') | (u,undef, ' [(r,2) — I'(ry,x) Ua],pc)

PROPERTY UPGRADE
<,U7 Ts, 0> RScope TS 7é Undef <N7 M(Té’, O)ap7 F> R Proto <rp7 O'/>
Tsvpc l_ <:U/7 UngI’Op(O,p, U)a F> li (,u,undef, F [(Tpap> = F(rlhp) U 0] ,pC)

STRUCTURE UPGRADE
(1;75,0) Rscope 7o # undef 1, = p(rg,0)
rs,pc = {u, upgStruct(o, o), I') || (u,undef, I [ro — ['(r,) U o], pc)

SEQ
re,pc b (w51, 1) I (1, v1, 11, 01) Ts,pC = (p1, 52, I1) I (p2,v2, 2, 02)
s, pc = p, 51582, ) I (p2,v2, I, 02)

Ir-1
re,pet (pye, Iy § (p, o', I, ') v' & {0, false,undef,null}
TS7pCI—I U/ F <:u‘/3517FI> lL <:uN7U”7F”70N>

rs,pe b= (u,if(e){s1 felse{sa}, Iy | (1", 0", ", 0")

Ir - 2
re,pet (pye, ) I (p, o', I o) v' € {0, false,undef, null}
re,pcla’ (,u’,527f/> U </1,//,UH,IW,UH>

re,pe b (u,if(e){s1 telse{sa}, ') | {(u", 0", " ")
‘WHILE-1
re,pet {p e, 0) I (/o' I, 0') v" € {0, false,undef, null}
rs,pe b (u, while(e){s}, I') { (', unde f, I, pc)

WHILE-2
re,pct (uye, Iy | (i, 0", I, 0") v ¢ {0, false,undef, null}
lrs’pc u 0_/ }_ </_,L/, 8, F/> \U( </,I/H7’U//’ F//’ 0_//> Ts,pc '_ </,[/N7Wh||e(€){8}7p//> \U( </,l////, /U///’ F///70_///>
rs,pc = (u,while(e){s}, 'y | (", v"", " ")

Fig. 4. Instrumented Semantics of JavaScript Statements



Definition 3 (Well Labeled Memory). A memory u is said to be well-labeled by labeling I iff the fol-
lowing hold:

(r,p) € dom(I") = r € dom(I")

r € dom(I") = r € dom(p)

Vr € dom(u) dom(u(r)) = dom(I'|,) Ar € dom(I")

Q@scope € dom(p(r)) I'(p(r, Q@scope)) < I'(r, Qscope) = I'(r)

(Qscope, Qcode € dom(u(r)) A I'(r,Qcode) = I'(r, Qscope)) V Qscope, Qcode & dom(u(r)

Definition 4 (Well Labeled Big Step Transition). A transition r,pct (u,s,I') § (@', v, 1", 0) is said
to be well labeled if u is well labeled by I', 1/ is well labeled by I'" and I'(rs) < pe.

Lemma 1 (Well Labeling Preservation). Given a transition rs,pc b (u,s,I') | (¢ v, ", o) such that
w is well labeled by I and I'(rs) < pc, then p' is well labeled by I".

Relation to JavaScript semantics. When labeling annotations are erased from the rules, the semantics rules
that define | are compliant with JavaScript semantics. We use |} ss to refer to JavaScript semantics [13]. The
following lemma states this compliance, where we assume for simplicity that the allocator of fresh references
in memory is deterministic:

Lemma 2. Let rs be a scope reference, |1 a memory, s a statement that is syntactically equal to statement
s' except for possible upgrade statements. Let I', I" be labelings and o a security level. Then

re,pet (u, s, Ty | (' ,v, I o) if and only if 75 & (i, s) Vs (4, v)

The dynamic labeling is used only for defining the noninterference property and is not needed for the

code instrumentation of Section 6; the semantics does not impose any constraints (constraints are added in

Section 5) but just propagates security levels according to the dynamic dependencies in the program.
Ezample. Program (1) starting with p1 and Iy ends with g} and I7:

(#global, h) — 1, (#global, 0) — undef, o (#global, h) — H, (#global,l) — L,
(#global, 1) — undef t= (#global, 0) — L, #global — L

[(#global, h) — 1, (#global, 0) — #o,] [(#global, h) w— H, (#global,l) — H,] (2)
Fl ==

(#global,l) — 0 (#global, 0) — L, (#o0,p) — H,
(#0,p) =0 #o0 — H,#global — L

E
Il

4 Non-interference

In contrast to previous works [17,2] on dynamic information flow analysis, we choose to separate the con-
straints for enforcing noninterference from the dynamic labeling. This allows us to distinguish the class of
secure programs but rejected by the enforcement method due to conservative constraints from the class of
insecure programs. In order to introduce the definition of noninterference, we first define low equality for
JavaScript memories. As is standard in low equality relations in information flow security [5] , we rely on a
mapping [ that relates references of objects that are equally observable in two different memories. In the
following, let 8 be a partial injective function 3 : Ref — Ref mapping references to references. We let Prim
be the set of primitive values including all values ranged by v in Figure 1 except references and function
runtime values.

Definition 5 (8-Equality). The following rules define the 3-equality relation:

OBJECT REFERENCE PRIM
dom(o1) = dom(o2) = P Vp € P 01(p) ~p 02(p) ri,r2 € Ref r1 = B(r2) v1,v2 € Prim V1 = V2
01 ~p 02 T1~p T2 U1 ~p V2
FUN
S1 = 82

AT.81 ~g AT.S2



Definition 5 states that objects are beta related if their set of properties is the same, if references are related
by B, primitive values are equal, and the body of function runtime values in memory are syntactically equal.
Notice that we can relax the notion of S-equality by requiring semantics equivalence between function values.

The low equality definition relies on the [-equality for values that are visible in each object. If f is a
function and V is a set of elements included in its domain, let f| be a new function defined as f but
restricted to domain V.

Definition 6 (Low equality). Two memories u1 and ps are said to be low equal with respect to I't and
I, a security level o, and a partial injective function B : Ref — Ref, written 1,11 =g o p2, 12, if 1 and
o are well labeled by I'y and I's respectively, and for all references r € dom(B), the following holds:

1. {p € dom(u1(r)) | I'n(r,p) < o} = {p € dom(u2(B(r))) | I2(B(r),p) <o} =P
2. Ilr.p = I3|g(m),P

3. pa(r)[p ~p p2(B(r))|p

4. (I (r), [2(B(r)) < o Adom(pa(r)) = dom(u2(B(r)))) V I (r), [2(B(r)) £ o

Low equality relates every two objects in the memories whose references are related by 5. Bullet 1 requires
that the names of the visible properties of the two objects are equal, that is those whose labeling is < o.
Bullet 2 requires that the two labelings map the properties in P to the same security levels. Bullet 3 requires
that the two objects, obtained by projecting the original objects onto their visible properties P, u(r) |p and
u2(B(r)) |p, be B equal. Finally, bullet 4 requires that either the structure security level in the two objects
is visible and their set of properties the same or the structure level is not visible.

We say a memory pu is well labeled by I' if for every reference r in pu, I' is defined in r and for every property
p of object u(r), I'(r,p) is defined. We use the notation 5(I") for a labeling I'” such that I''(5(r),p) = I'(r,p)
and I'"(B(r)) = I'(r) for every reference r in the domain of I".

The noninterference property requires that execution of the program preserves low equality. A partial
function f : Ref < Ref is said to be proper if it is injective and B(F#global) = #global and S(#protObj) =
#protObj.

Definition 7 (JavaScript Noninterference). A program s is noninterferent for I', po, p1, pc, and (
proper denoted NI(s, I', po, p1, 8, pc), if whenever uo, I' =g, p1,8(L), r,pc b {uo,s, Iy I {ug,vo, L}), and
B(r),pe = {u1,s, (1)) I (1), v1,I7) for some r, then ug, I'l ~g o py, I] for some g < B'. A program s is
noninterferent for I', denoted NI(s,I"), if for all pg, p1, pc, B, NI(s, I, po, pi1, 8, pc).

Low FEquatility Properties. In the following, we present some useful properties of the low equality relation.

5 Information Flow Monitor

This section introduces the semantics relation |;r, called monitor semantics, that extends relation | with
constraints to enforce noninterference. Semantics rules of |};r coincide with those of || except for constraints
added to the rules where existing security labels are possibly upgraded: [PROP UPDATE], [PROP CREATION],
[ASSIGN-1], [ASSIGN-2], [VARIABLE UPGRADE], [PROPERTY UPGRADE|and [STRUCTURE UPGRADE]. Es-
sentially, these restrictions are intended to forbid the so called sensitive upgrades [2] (visible changes in non
visible contexts). We present the complete set of constraints added to the rules of | in order to define | ;p:

[PrROP UPDATE]| 01 U oy < I'3(r1,me). Levels o7 and o9 correspond to the reading effects of expressions
evaluated in order to update property mso. The constraint prevents flows of information from the reading
effects visible at the level of mo. Note that reading effect levels are higher than the level of the context in
which they are obtained, hence the constraint also prevents sensitive upgrades.

[PROP CREATION] o1 U oy < I3(rq). Levels o1 and oy correspond to the reading effects of expressions
evaluated in order to create property ms. The constraint prevents flows from the reading effects to the
structure level of the object being extended.

[AssiaN-1] pe < I'y(r.,z). The constraint prevents sensitive upgrades by requiring that the level of
variable z be higher than the level of the context (pc).
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[AssIGN-2] pe < I' (#global). This rule is applied if variable « is not previously defined and thus is added
to the global object. The constraint prevents sensitive upgrades by requiring that the structure security level
of the global to be higher than the level of the context (pc).

[VARIABLE UPGRADE] pc < I'(r,, ) which prevents a sensitive upgrade.

[PROPERTY UPGRADE| pc U I'(r?,0) Uo" < I'(rp,p). The constraint prevents the upgrade of the level of
a property p via an object referred by a higher property o. (Notice however that the same property p can be
upgraded from an alias of reference in o which level is lower).

[STRUCTURE UPGRADE]| pc U I'(r,0) < I'(r,). The constraint prevents a structure upgrade via a an
object referred by a higher property o.

The complete semantics can be checked in Appendix A.

In the following, we use r,pc - (u, s, I'") ¥rr to denote program divergence (Note that for our semantics
style, divergence means that there is not a final configuration such that a semantics derivation exists). If
a constraint of the monitor is not satisfied, we say the program diverges. The following lemma relates the
labeling and monitor semantics.

Lemma 3. Ifpe,r - (u,s, ) brr (@', 0, I, 0) then pe,r = {u,s, ') | (¢, 0, T, o).

Below we present the confinement lemma of the monitor that states that monitored executions of a
program, starting with low equal memories, always produce low equal final memories if the level of the
initial program counter is not observable.

Lemma 4 (Confinement). Given a JS program s, a memory p, a labeling I', a security level pc and a
reference rs such that:

Ts,PC - <,LL, 87F> U’IF <,U’/7 v, F/70>
for some memory i, value v, labeling I'' and security level o; then for every security level o' € L such that
pe Lo’ u, I =g ', I, where id is the identity function defined on the domain of p.

Proof. Given an arbitrary o, if pc < ¢’ the result holds vacuously. Consider, therefore, an arbitrary ¢’ such
that pc £ o', the proof proceeds by induction on the structure of the derivation of:

pC,Ts F </~L757F> ‘U’IF <MI7U,F/70>'

Base cases. For the base cases, [VARIABLE|, [VALUE], [THis-1]and [THis-2]and [FUNCTION LITERAL], it
suffices to note that u < p/ and I < I'’, then applying Lemma 16, we conclude that p, I ~iq o+ p, I

Inductive cases. We distinguish four types of inductive cases:

1. Those that do not directly change the heap: [PROP LOOK-UP|, [BIN OPERATOR/, [IF-1], [IF-2], [WHILE-
1], [WHILE-2], and [SEQ-1].

2. Those that directly change the heap by allocating a new object: [FuNcTION CALL], [METHOD CALL],
and [CONSTRUCTOR CALL].

3. Those that directly change the heap either by creating a new property or by updating the value of an
existing property of an object: [PROP UPDATE], [PROP CREATION], [ASSIGN-1], and [ASSIGN-2].

4. Those that only change the labeling: [VARIABLE UPGRADE], [PROPERTY UPGRADE], and [STRUCTURE
UPGRADE].

[PrROP LOOK-UP|. By hypothesis, there exist p/, v, I and & such that:
Ts,PC }_ </J/7 €1 [62]; F> ‘UIF </j//a v, Fl) 0>

By inspection of the rule [PROP LOOK-UP|, we conclude that there must exist two intermediate configura-
tions: (u1,71,I1,01) and (ue, ma, I's, 09), such that:

re,pc b (p,e1, I) drp (p1,v1, 1, 01) (3aa)
rs,pC = (1, e2, 1) Yrr (p2, v2, [, 02) (3ab)
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where I'" = I'; and p/ = ps. Applying the induction hypothesis to equations 3aa and 3ab, it follows respec-
tively:

M» F %id,o'/ Mlv Fl (3&(3)
M1, Fl ~id,o’ ,U/, I (Sad)

By the transitivity of ~iq . (Lemma 15), it follows that: p, I ~iq o+ 1/, I

[FuncTION CALL]. By hypothesis, there exist p”, I'"’, o and v” such that:

Ts,PC F <M,60(61),F> ‘U <,U,/I,’U//,F/N70'>

By inspection of the [FUNCTION CALL] rule, it follows that there exist two configurations (ug, vo, Lo, 00) and
{(u1,v1, 1, 01) such that:

Ts,PC = <Ma607F> ‘U’ </,(,0,’l)0,[b,0'0> (3ba)
TS7pC'_ <,LL03617F0>U’ <M17”17F1701> (3bb)

Applying the induction hypothesis to Equations 3ba and 3bb and the transitivity of ~iq .+ (Lemma 15), it
follows that:
I R o i1, 11 (3bc)

Let p/ and I'" denote the memory and labeling obtained from p; and I3 respectively by allocating the new
scope object. Since the reference corresponding to the newly allocated scope object is not in the domain of
both py and I, it follows that: pu; < p’ and It < I'. Hence, applying Lemma 16, it follows that:

M1, Fl %id,cr’ /,L/, F” (3bd)

By inspection of the [FUNCTION CALL| rule, we conlude that there is a configuration (u”,v’, I, ¢"), such
that:
! pd Uoo (', s, ")y § (0", T, 0" (3be)

Applying Lemma 21 to Equation 3ba, it follows that pc < o9 and consequently: pc < pc’ Ll gg. Since by
hypothesis pc € o', we conclude that: pc’ Loy £ o’. Therefore, we can apply the induction hypothesis to
Equation 3be and conclude that:

M/7 Jal Nid.o" u//’ 1o (3bf)

Applying the transitivity of ~iq, (Lemma 15) to Equations 3bc, 3bd and 3bf, it follows that:

~ "o
MvF"-‘id,o” 1% 7F

[ProOP UPDATE|. By hypothesis, there is a configuration (u’,v', I'"", o) such that:
Ts,PC F <,U/7 61[62] = €3, F> ‘U </J/I,’U/7 Fl70>

By inspection of the [PROP UPDATE] rule, there must exist three configurations (i, v1, I'1, 01), {112, v2, I3, 02)
and (us3,vs, I's,03) such that:

TS,pCF <:L"7613F> ‘U’ <N13T13F170-1> (3C&)
s, pc (1, e, 1) I (pa, ma, I3, 09) (3cb)
Ts,pe = (ua, e, 1) I (us, vs, I3, 03) (3cc)

Applying the induction hypothesis to Equations 3ca, 3cb and 3cc and the transitivity of ~4 ,+ (Lemma 15),
it follows that:
w, I =g 60 13, I3 (3cd)

12



The final memory 1’ and the final labeling I are obtained from p3 and I3 respectively in the following way:
I'"=T5[(r,me) = oy Uos Uos]  p' = pg[(r1,ma) — vs)

Additionally, we know that oy U oo < I3(r;,ms). Applying Lemma 21 to Equation 3ca, we conclude that
pe < o1 and therefore pc C I'3(r1,ms). Since, by hypothesis, pc £ o', it follows that I'5(r1, ms) £ o’. Hence,
by Lemma 17, it follows that

pss s ~id,or ', I (3ce)

Applying the transitivity of ~iq ,» to Equations 3cd and 3ce, the result follows.

[AssIGN-1]. By hypothesis, there is a configuration (u/,v, I'"", o) such that:

s, PC F <M51‘ = 6,F> ‘U’ <:LL/7U7F,70>

By inspection of the [ASSIGN-1] rule, we conclude that there is a configuration (uq,v1, 7, 01), such that:

Ts7pC'_ <IU/767F> U’ </1'17’U17F170_1> (3da)

where v1 = v and 01 = 0. Applying the induction hypothesis to Equation 3da, we conlcude that:
po I =i, o0 i1, 11 (3db)

Again, by inspection of the [AssiGN-1] rule, we conclude that y’ and I are obtained from pq and I in the
following way:
I'="n[(re,x) —~ o] p = pi[(re,z) — vl

where (11,75, ) Rgcope Tz By the definition of |1, it follows that pc < I'i (ry, x). Since, pc £ o', we conclude
that Iy (74, z) £ o’. Moreover, applying Lemma 21 to Equation 3db, we conclude that pc < ¢ and thus, since
pc £ o', it follows that o £ ¢’. We can therefore apply Lemma 17 to conclude that:

1, Ty g or s T (3de)
Applying the transivity of ~iq , to Equations 3db and 3dc, the result follows.

The next lemma establishes that the two scope references obtained by looking up for a variable in two
low equal memories starting from two [S-related scope references are also 5 — related.

Lemma 5 (Scope Chain Inspection on Low Equal Memories). Given two memories pi and s
respectively well-labeled by I and Iy, a partial injective functions on Ref, B, two references r1 and rs2, a
security level o, and a string m € Str such that:

w1, I =g o p2, I

1L ~p T2

(11,71, m) Rscope T
(2, 72,m) Rcope T
I(r), Ie(re) <o

—~
(SN
o ®

—_~
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/ /
Then, r| ~g 5.

Proof. We proceed by induction on the derivation of (u1,71,m) Rscope T1-
The bases cases correspond to Rules [NULL] and [BASE], whereas the inductive case correspond to the
Rule [LOOK-UP].

[NuLL]. If the last rule to be applied on the derivation of (p1,71,m) Rgcope 71 is [NULL], it means that
r1 = null = r}. From the Hypothesis 5b, we conclude that ro = null. Therefore, it follows that 4 = null
and 7 ~g T%.
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[BAsEg]. If the last rule to be applied on the derivation of (1,71, m) Rscope 71 is [BASE], it means that
m € dom(pi(r1)) and r; = r;. Considering the Hypotheses 5a, 5b, and 5c, it follows directly from the
definition of ~g, that dom(us(r1)) = dom(usa(re)). Therefore, since m € dom(u1(r1)), we conclude that
m € dom(pua(r2)) and consequently that r) = rs.

[LoOK-UP]. If the last rule to be applied on the derivation of (u1,r1,m) Rscope 7 is [LOOK-UP], it means
that m & dom(p1(r1)), m1 # null:

</L17 rllla m> RSCOPC 7nll (5f)
where r{ = p1(r1, @scope). By the Hypothesis 5a, 5b, and 5¢, we conclude that dom(u1(r1)) = dom(ua(rs2)).
Therefore, it follows that m ¢ dom(ua(re)) and:

</L27 T/Q/a m> RSCO;De T; (5g)

where 14 = ps(re, @scope). Since by hypothesis, p1 is well labeled by I'y and pg is well labeled by Is, it
follows that:

Iy () < Ii(r1, @scope) < Ty (rq) (5h)
Iy(rY) < I'n(ra, Qscope) < Ix(rg) (51)

From Hypothesis 5e and Equations 5h and 5i, it follows that:

Iy (ry, @scope) < o (5)
I'y(rg, @scope) < o (5k)
From the Hypotheses 5a and 5b and Equations 5j and 5k, we conclude, by the definition of ~g ,, that:

U

r{ ~p Ty (5)
From the Hypothesys 5d and Equations 5j and 5k, we conclude, by the definition of ~3 ., that:
riry <o (5m)

Applying the induction hypothesis to the Hypothesis 5a and Equations 5f, 5g, and 51, and 5m, we conclude
that: r] ~g 15.

The next lemma establishes that the two scope references obtained by looking up for a property in two
low equal memories starting from two S-related scope objects are either S-related or the two corresponding
look-up levels are unobservable.

Lemma 6 (Prototype Chain Inspection on Low Equal Memories). Given two memories u and fig
well labeled by I and Iy respectively, two references r1 and ro, a security level o, an injective mapping on
references B, and a string m € Str such that:

w1, I =g o pro, 1o (6a)

ot (6h)

(1,71, m, I1) Rproto (r1,01) (6c)
(H2,72,m, I3) Rproto (Ty,02) (6d)

Then, it follows that: (o1 < oV oy <o) = (r] ~gr5 Aol = 02).
Proof. To prove this result one has to prove the following two implications:

o1 <o = (ry ~grh Aoy = o3) (6e)
oy <o = (ry ~grh Aoy = o2) (6f)
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The proof of Equation 6e proceeds by induction on the derivation of Equation 6¢, whereas the proof of 6f
proceeds by induction on the derivation of 6d. Since, these proofs are symmetric we ommit the second.

We proceed by induction on the derivation of {(u1,r1,m, 1) Rproto {r},o1). Furthermore, we assume
o1 < 0. Hence, we have to show that r ~g r5 A 01 = 2. The bases cases correspond to Rules [NULL] and
[BASE], whereas the inductive case correspond to the Rule [LOOK-UP].

[NULL]. If the last rule to be applied on the derivation of (u1,71,m, 1) Rproto {(r},o1) is the [NULL] Rule,
it means that r1 = null, r] = null, and 07 = L. By the Hypothesis 6b, we conclude that ro = null, and
therefore v, = null and o9 = L, from which the result follows.

[BASE]. If the last rule to be applied on the derivation of (u1,71,m, 1) Rproto (1}, 01) is [BASE], it means
that m € dom(p1(r1)), i = p1(r1,m), and o1 = I'1(r1,m). By hypothesis, o1 = I'1(r1,m) < o; hence, it
follows from Hypotheses 6a and 6b (by the definition of ~3 ) that: m € dom(uz(r2)), I'1(r1,m) = Ia(re, m),
and 1 (r1,m) = pa(re,m), from which the result follows.

[LoOK-UP]. If the last rule to be applied on the derivation of (1,71, m, 1) Rproto (7], 01) is the [LOOK-
UP] Rule, it means that m & dom(u1(r1)). Hence, there is a security level of such that:

<//417 T/1/7 m, F1> RPTOtO <T/17 U£> (6g)
o1 = oy U I (r,@Qproto) U I'y(r1) (6h)

where 7/ = p1(r1, @proto). By the Hypothesis 6b, we conclude that ro # null. Since, by hypothesis, o1 < o,
it follows that I'i(r1) < o entailing that I3(ry) < o (by the Hypotheses 6a and 6b). Since both uq(r1)
and puo(re) have low structure security levels, it follows that that their domains coincide and therefore
m & dom(ua(r2)). Hence, there is a security level o) such that:

<M27 Tél7 m, F2> RProto <Té7 Jé> (61)
oy = o U Iy(ra, Qproto) U I's(rs) (65)
where 14 = p1(re, @proto). From Equation 6h and the fact that o1 < o, it follows that I (r1, @proto) < o.
Since by hypothesis, p1(r1) and us(rs) coincide in their low domains, we conclude that Iy (r1, @proto) =
I'x(r9, @proto), entailing that:

i ~p Ty (6k)

Applying the induction hypothesis to the Hypothesis 6a and Equations 6g, 6i, and 6k, we conclude:
oy <o = (ry ~grh Aoy = o)) (61)

It follows from Equation 6h and o1 < o, that o} < o, thus proving the result.
The following lemma states that the low equality is preserved by the monitored semantics.

Lemma 7. For any program s, two memories pu1 and o, respectively well labeled by Iy and I, references
r1 and ro and security levels pc and o, if there exists a partial injective function [ on Ref such that

B(#global) = #global, B(#protObj) = #protObj, and:

p1, I =g o po, I (7a)

T ~g T (7b)

r1,pet (1,8, 1) bie (py, v, I, 01) (7c)
ro, pe b (2, 8, o) Vir (15, va, Iy, 02) (7d)

Then, there exists a functison B8’ such that 8 < 3’ and the following hold:

Mllvpll ~plo :U‘/QaF2/ (76)
(01 <oVoy < 0) = (’U1 ~gr vy Aoy = 02) (71)
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Proof. We start by noting that if pc £ o, then we can apply Lemma 4 to the Hypotheses 7c and 7d to
conclude that:

w1, It ~idy o py, I (7g)
w2, Iy Ridy,o o, Iy (7h)

where id; and idy correspond to the identity function defined on the domain of p1 and to the identity function
defined on the domain of s (respectively). Applying Lemma 20 to Hypothesis 7a and Equations 7g and 7h,
Claim T7e follows. Since pc £ o, we conclude, applying Lemma 21, that 01 € ¢ and o3 € o, thus proving
Claim 7f.

In the remaining of the proof, we assume pc < 0. We proceed by induction on the derivation of T7c.

[VALUE] If the last rule to be applied in the derivation of 7c is [VALUE], it means that s = v for some value
v € Val. Hence, by hypothesis, it follows that:

r1,pc F <,M1,’U,F1> ‘U’IF <:LL17U7F1apc> T2, pC F <:u2aUaF2> U’IF <M27’U7F2apc>

Entailing that p) = p1, ph = pa, I'1 = I, Iy = Iy, v1 = v = v and 01 = 02 = pc. Therefore, we conclude
that pl, I =g ph, 15, for B/ = . Furthermore, applying Lemma 25, it follows that v; = v ~g v = v,
thus verifying the second claim of the lemma.

[VARIABLE] If the last rule to be applied in the derivation of 7c is [VARIABLE], it means that s = = for some
variable x. Hence, applying the hypothesis, it follows that:

ri,pet (p,x, 1) e (v, I, o) (Tja)
ro,pe b (p, @, 1) brr (p2, v, I, 02) (7jb)

Entailing that p}] = p1, py = pe, I1 = I, I'y = Iy. Thus, as in the previous case, we can immediately
conclude that: pf, Il ~p/ o ph, I'y, for ' = §.
By inspection of [VARIABLE], we conclude that:

<M1,?"1,£L'> RScope 7'/1 (7JC)
<,u2,7’2,56> RScope Té (7Jd)

Where v1 = p1(r], z), vo = pa(rh, x), o1 = I't(r], z) Upe, and o9 = Io(rh, z) U pe.
Since both Equations 7ja and 7jb constitue well labeled big step transitions, it follows that: I'1(r1) < pe
and I'»(r2) < pe. Hence, since pc < o, we conclude that:

I'i(r),I5(re) <o (Tje)

Applying Lemma 5 to the Hypotheses 7a and 7b and Equations 7jc, 7jd, and soundness:proof:var:eq:5, we
conclude that: r] ~g 5.

Suppose, o1 < o, this means that Iy (], x) < o. Since p)(r]) and p5(r}) coincide in the low properties,
it follows that I'x(rh, ) = I't(r1,2) < o and v; = vy. The symmetric argument can be presented for oo < o,
thus following Claim T7f.

[Look-UP] If the last rule to be applied in the derivation of 7c¢ is [LOOK-UP], it means that there are two
expressions e; and e such that s = ej[es]. Hence, by inspection of the Rule [LOOK-UP], it follows that there
are eight configurations such that:

ri,pet (ui,en, 1) 4 (par, i, L, o11) (Tkaa)
ri,pe ' (pi, e, I11) 4 (paz, vi2, 112, 012) (Tkab)
T2, pc = (2, e1, I2) I (pa1, 721, I21, 001) (7kac)
o, pe = (a1, e, Io1) I (pao, vaz, Ioa, 022) (Tkad)
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where pf = pa2, py = proz, I'1 = I'a, I'y = I'po, and:

(t12,711,v12, ['12) Rproto (11, 01) (Tkae

(22,721, V22, I22) Rproto (I, 0%) (Tkaf
oy =0 Uoy Uoga (Tkag
09 = 0y Lo Uoag (

v1 = pa(r], vi2) (Tkai
(

vy = po2(rh, va2)

Applying the induction hypothesis to Hypotheses 7a and 7b and Equations 7kaa and Tkac, we conclude that
there is a mapping (1 such that:

pi, L1 =gy o p21, L1 (7kal)
BE B (Tkam)
(011 <o Voa <o) = (r11 ~p, ra Ao = 021) (Tkan)

Analogously, applying the induction hypothesis to the Hypothesis 7b and to Equations 7kab, Tkad and Tkal,
it follows that:

t12, 2 ~p,.0 p22, I22 (Tkao)
p1 C B2 (Tkap)
(012 <0 Vo <o) = (vi2 ~p, Va2 A 012 = 022) (Tkaq)

Observing that p} = pia, ph = poo, I'] = 2, and Iy = Iy, Claim 7e follows.

Suppose 01 < o, from Equation Tkag we conclude that: ] < o, 011 < 0, and 012 < ¢. From 011 < o,
we conclude (by Equation 7kan) that ri1 ~g, 721. From o921 < o, we conclude (by Equation 7kaq) that
V12 = Ugg = v. Hence, applying Lemma 6 to Equations 7kao, Tkae and 7kae (remarking that vis = veg = v)
we conclude that: (6] <o Vol <o) = (r] ~s, rh Ao}, 0h < o), which entails that: v; ~g va. The symmetric
argument can be presented for the case oo < o, thus following Claim 7f .

[ProP UPDATE]. By hypothesis there are three expressions ej, e2, and es, such that s = ej[es] = es. By
inspection of [PROP UPDATE|Rule, it follows that there are twelve configurations such that:

ri,pe = (pasen, 1) brr (pa, rin, I, 011) (Tcaa)

ri,pet (par, e2, ) dre (pa2, mig, Ia, 012) (7cab)

r1, pe (g, e3, I2) drr (pa3, v13, 113, 013) (Tcac)

72, pc = (p2, €1, I2) Vrr (p21,721, [21,021) (Tcad)

o, pe b (a1, e2, Io1) Lrp (a2, Moz, I2, 022) (7cae)

2, pe = (22, €3, Io2) Irr (p23, ve3, 23, 023) (Tcaf)
Where:

py = pas [(r11,ma2) = vis] (Tcag)

') = Iz [(r11, m12) = o011 Uz Uogs] (Tcah)

01 =013 (7cai)

py = fiaz [(r21,Mma22) > v23] (Tcaj)

Iy = Iog (121, ma2g) = 021 U 0z U 093] (7cak)

)

09 = 023 (7C&1
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From Hypothesis 7a and 7b and applying the induction hypothesis three times consecutively to Equa-
tions 7caa to 7caf, it follows that there is a partial injective function on Ref such that:

ps, I3 =g o po3, I3 (Tcam)
(011 <o Voo <o) = (r11 ~g r21 Ao11 = 021) (Tcan)
(012 <0V <o) = (mi2 =ma Aoz = 022) (7cao)
(013 <0 Vo <o) = (v13 ~p V23 A o3 = 023) (Tcap)

Observe that Equation 7cap corresponds to the second claim of the Lemma.
We proceed by case analysis on the levels corresponding to the evaluation of e; and es.

— 011,012,021,022 < 0. In this case, from Equations 7can and 7cao, we conclude that r1; ~g 721 and
mi2 = Mag. Hence, applying Lemma 18, it follows that u}, I ~g ., thus proving the lemma.

— 011 £ 0V 091 £ 0. From Equation 7can, it follows that 011,091 £ 0. By the definition of |}; g, it follows
that:

I'iz(ri1,ma2), Iaz(ra1, mas) £ o (7cba)

We apply Lemma 17 to conclude that pis, I3 Rido i, I] and pog, I'ss Ride ph, [5. Hence, applying
Lemma 20 to the previous to equations and Equation T7cam, the result follows.
— 091 £ 0V 092 £ 0. This case is shown using a similar argument as in the previous one.

[ASSIGN-1] If the last rule to be applied in the derivation of 7c is [ASSIGN-1], it means that there is one
expression e and a variable z such that s = z = e. Hence, by inspection of the Rule [ASSIGN-1], it follows
that there are two configurations such that:

TlapCI_ <H’l?eaF1> ‘U <,LL/1/,U]_7F1H7O'1> (703’)
r27pC|_ </142,6,F2> U <1u‘l2l70271—12//70—2> (7Cb)
Where:

(1,71, ) Rscope rloorl £ null (7ce)
py = pf [(r}, @) = vi] (Ted)
ry=ry [(r;,x) — 01] (7ce)

<,U/2a T2, .’E> RScope 7"3;1 (7Cf)

(122 = 28 A2t £ null) v 122 = #global (7cg)
iy = i [(r22,2) > vo] (7ch)

Iy =1y [(r2,z) = o] (7ci)

Applying the induction hypothesis to Hypotheses 7a and 7b and Equations 7ca and 7cb, we conclude that:
W Iy~ g iy, Ty (7cj)
(01§UV02§O’):>(1)1 ~Br ’U2/\01:0'2) (7Ck)

for a partial injective function 8’ which extends 3. Equation 7ck corresponds to the second claim of the
lemma. It remains to prove the first claim.

Applying Lemma 5 to Hypotheses 7a and 7b and Equations 7cc and 7cf, we conclude that: rl ~g r2l.
Since rl # null, it follows that r2! # null, 22 = 2! and thus:

T BTy (7el)
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Since both Equations 7ca and 7ca consist of well-labeled big step transitions (by Lemma 1), it follows
that: I7'(r1), I} (r2) < pe. Since pc < o, we conclude that:

17 (r), Iy (r2) < pe (7em)

Applying Lemma 18 to Hypothesis 7b and Equations 7cd, 7ce, T7ch, T7ci, 7cj, 7ck, 7cl, and 7cm, we
conclude that: pf, I'f =g » wh, I's, thus proving the first claim of the lemma.

[AssIGN-2] If the last rule to be applied in the derivation of 7c is [ASSIGN-2], it means that there is one
expression e and a variable z such that s = 2 = e. Hence, by inspection of the Rule [AssIGN-2], it follows
that there are two configurations such that:

TlapCF <:LL1765F1> ‘U’ <:LL/1,7U13F1N30—1> (7da)
ro,pet (g, e, Iy | (us, va, Iy, 02) (7db)
Where:
<:U/1a 1, $> RScope null (7dC)
4, = ! [(H#globa,z) - vi] (7dd)
I = I [(#global, ) — o] (7de)
</~L2a T2, LU) RScope 7“3251 (7df)
(r22 = r2L A2t £ nudl) V r2? = #global (7dg)
= 1 [(22,2) > va] (7dh)
Iy =I5 [(r2%,2) = 03] (7di)

Applying the induction hypothesis to Hypotheses 7a and 7b and Equations 7da and 7db, we conclude that:

W I ~pro iy, Iy (7dj)

(01§0V02§0)2>(1)1 ~p UQ/\01:0'2) (7dk)

for a partial injective function 8’ which extends 3. Equation 7ck corresponds to the second claim of the
lemma. It remains to prove the first claim.

Applying Lemma 5 to Hypotheses 7a and 7b and Equations 7dc and 7df, we conclude that: rl ~g r2l.
Since 7} = null, it follows that 72! = null, r2? = null. Thus, the last rule to be applied in the derivation of 7d

is [AsSIGN-2]. Since by hypothesis S(#global) = #global and 8 < ', we conclude that 5'(#global) = #global.
From Equation 7dj, it, therefore, follows:

#global ~g #global (7d1)

Since both Equations 7da and 7da consist of well-labeled big step transitions (by Lemma 1), it follows
that: I (r1), [y (r2) < pe. Since pc < o, we conclude that:

I (r1), I3 (r2) < pe (7dm)

Applying Lemma 18 to Hypothesis 7b and Equations 7dd, 7de, 7dh, 7di, 7dj, 7dk, 7dl, and 7dm, we
conclude that: uf, I'f =g, wh, I's, thus proving the first claim of the lemma.

[FuncTION LITERAL] If the last rule to be applied in the derivation of 7¢ is [FUNCTION LITERAL], it means
that s = function(z){s}. Hence, by inspection of the Rule [FUNCTION LITERAL], it follows that:

r1,pe = {pa, function(z){s}, I1) | (u}, 1, I1,pc) (Tea)
o, pc = (o, function(z){s}, Ik} | {(uh, v, 5, pc) (7eb)
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Where:

py = pa [r} = o1 (Tec)

Iy =Ty [(r}, Qf scope) — pc, (r], Qcode) — pc, (1, prototype) + pc] (7ed)
iy = pia [ > 02] (Tee)

Iy = I [(rh, Qf scope) — pe, (15, Qcode) + pe, (rh, prototype) — pc] (Tef)
01 = [Qfscope — r1, Qcode — Ax.s, prototype — protObj] (Teg)

02 = [Qfscope — 1o, Qcode — Ax.s, prototype — protObj] (7eh)

where 7 & dom(u1) and 75 & dom(uz). From the definitions of 01 and oy and noting that pc < o, 71 ~g ro
(Hypothesis 7b), and B(protObj) = protObj, it follows that o1 ~3 02. Thus, applying Lemma 19, it follows
that: pf, I'l =g/ ph, [, where 8 < " and 8'(r}) = r5. Additionally, observing that o1 = g2 = pe, both of
the claims of the lemma follow.

[BIN OPERATOR] If the last rule to be applied in the derivation of 7c is [BIN OPERATOR], it means that
s = e1 opy eg. Hence, by inspection of the Rule [BIN OPERATOR], it follows that there exist four transitions:

ri,pe b (pr, e, 1) 4 (pan, vin, Iy o) ra,pet (uae,ee, Iy 4 (g, vie, Iie, 012) (7fa)
ro,pc </~L27€1,F2> [} <M217021,F21,021> ro,pc <,U22762,F21> (8 <M22,U22,F22,022> (7fb)
Where p} = p12, I} = o, ph = pog, and I's = I's. From the Hypotheses 7a and 7b and Equations T7fa

and 7fb, we concude, applying the induction hypothesis two times consecutively, that there is a 3’ which
extends S such that:

i T gt i, T (7t
(011 <o Voa <o) = (vi1 =v21 Ao = 021) (7fd)
(012 <o Vo <o) = (V12 = v22 Ao12 = 022) (Tfe)

Observe that we use = instead of ~g in Equations 7fd and 7fe, because a binary operation cannot be
performed on references. Equation 7fc corresponds to the first claim of the lemma. Combining Equations 7fd
and 7fe, we obtain:

(c11U 012 <0V oa Uoag <) = (op, (V11,012) =lop, (v21,v22) A 011 U1z = 021 Ll 0792) (7THF)

Observing that o7 = 011 U 012 and g2 = 091 Ll 092, it follows that Equation 7ff corresponds to the second
claim of the lemma.

[THIs-1] If the last rule to be applied in the derivation of 7c is [THIs-1], it means that Qthis € dom(u1(r1))
and that:

pr=m Ii=nI (7ga)
vy = p1(r1, Qthis) o1 = peU I'1(r1, Qthis) (Tgb)

From Hypotheses 7a and 7b, it follows that dom(uq(r1)) = dom(uza(r2)), we therefore conclude that: Qthis €
dom(pa(r2)), from which it follows that the last rule to be applied in the derivation of 7d is also [THIS-1].
Hence, we conclude that:

po =po Iy=1I (7gc)
vy = pa(re, Qthis) o9 = pel Is(rq, Qthis) (7gd)

From Equations 7ga and 7gc, the first claim of the lemma follows. To prove the second claim let us suppose
that o1 < o. This implies that I (ry, @this) < o. Since the objects pointed by 71 and rs coincide in their
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low properties (Hypothesis 7b), we conclude that: Iy (r1, Qthis) = I'5(ra, Qthis) (from which it follows that
o1 = 02) and that v = uq(r1, Qthis) = pa(re, Qthis) = vg, thus proving the second claim of the lemma.

[TH1s-2] If the last rule to be applied in the derivation of 7c is [THIS-2], it means that Qthis & dom(u1(r1))
and that:

ph=pm I{=I (7ha)

vy = F#global o1 = pc (7hb)

From Hypotheses 7a and 7b, it follows that dom(py(r1)) = dom(uz(r2)), we therefore conclude that: Qthis ¢

dom(pa(re)), from which it follows that the last rule to be applied in the derivation of 7d is also [THIS-2].
Hence, we conclude that:

po=p2 Iy=1I (The)

vy = #global o9 = pc (7hd)

From Equations 7ga and 7gc, the first claim of the lemma follows. To prove the second claim, it is enough
to note that, by hypothesis 8(#global) = #global and o1 = 0.

[FuncTION CALL] If the last rule to be applied in the derivation of 7c¢ is [FUNCTION CALL], then by
hypothesis there are two expressions e; and ey, such that s = e;(e2). By inspection of [FUNCTION CALL], it
follows that there are six transitions:

1! " 1" / 1 /
I3 = Ino [(rh, m2) > 022, (13, @scope) = pcy Ll 021,75 + pey U oo

ri,pe b (pr,er, 1) dre (pan, rin, L1, 011) (7ia)
r1,pet (i, ez, ) brr (12, v12, 2, 012) (7ib)
i pcy Uonn F (uy, 51, I7) Yrr (uy, 01,14, 01) (Tic)
ro,pc = (p2, e1, Io) Irr (21,721, I21, 001) (7id)
o, pe b (p21, e, Io1) Ve (po2, vaa, T2, 092) (Tie)
Ty, pcy U ooy = (uy, 89, 15) brr (py, v2, I3, 09) (7if)
Where:
PC’1 = I'2(r11,Q fscope) 7'/1 = p12(r11, Qfscope)  Awy.sy = pi2(ri1, Qcode) (7ig)
I =T [(r,21) = 012, (], @scope) + pc| U o1, 7] — pci U o] (7ih)
01 = [z1 + v1,Qscope — 1] pi = pa2 [r) = o01] (7ii)
pchy = Iao(re1, Qfscope) 14 = poa(rar, Qfscope) Axa.so = p2a(ra1, Qcode) (71j)
] ik)
] )

/ 1 1
09 = [xo > vg, Qscope — T5] g = g [1y — 02

and ] & dom(p12) and 4 & dom(puz22). From Hypotheses 7a and 7b and Equations 7ia, 7ib, 7id, and Tie, it
follows, applying the induction hypothesis, that there is a partial injective function 5’ on Ref that extends
[ such that:

piz, L2 R o pa2, T2 (7im)
(011 <o Voo <o) = (r11 ~p 121 No11 = 0921) (7in)
(012 <oV <o) = (viz2 ~p V22 Ao12 = 022) (Tio)

There are two cases to consider: the case where 011 < o and pcj < o and the opposite one.
If 011 < o and pc) < o, it follows from Equation 7in that 091 = 011 < o and r11 ~g 721. Since r11 ~g 721,
pc) = Ia(r11, @f scope) < o, it follows by Equation 7im that: pch = Isa(re1, @f scope) < o, 1] ~p 14, and
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Az1.81 = Az2.s2. Hence, by noting that Equation 7io guarantees that either 012,022 < 0 Avig ~g/ Va2, oOr
012,092 £ 0, we conclude that:
Tl’ 1/

~g 0g|l T (7ip)
Applying Lemma 19 to Equations 7ih, 7ii, 7ik, 7il, 7im, and 7ip, we conclude that:

01|

w IV g g, Iy (7iq)
where ' < 8”7 and 8”(r{) = r4. Hence, recalling that pcj = pc, and that 011 = 021, we apply the induction
hypothesis to Equations 7ic, 7if and 7iq to conclude the result.

If 011 £ o or pcy £ o, it follows that pcj U o11 £ o and pch U oy £ o. Hence, applying Lemma 4 to
Equations 7ic and 7if, it follows that:
p, I ~iao 1y, T (7ir)
/J’,2/7 FQN ~id,o ,u/27 F2/ (718)
Observing that r} g{ dom(p12) and r4 & dom(uge) and that there is no property either in g2 or in pgs
pointing to 7} or v} (respectively), we conclude that:

paz, Do ~ido 1, T (7it)

o, oo Rid.o iy, Iy (7in)
Applying the transitivity of ~ig, (Lemma 15) to Equations 7ir, 7is, 7it, and 7iu, we conlcude that:

pi2, D2 Ria o p11, 11 (Tiv)

p22, Taz Nid o fin, Iy (Tiw)

Applying Lemma 20 to Equations 7im, 7iv, and 7iw, the first claim of the lemma follows. As for the second
claim, applying Lemma 21 to Equations 7ic and 7if, we conclude that pc) U o1 < o1 and pch U o9y < o9,
entailing that o1, 09 £ o and thus verifying the claim.

[METHOD CALL] If the last rule to be applied in the derivation of 7c is [METHOD CALL], then by hypothesis
there are three expressions ej, es, and es, such that s = ej[es](eg). By inspection of [METHOD CALL], it
follows that there are eight transitions:

ri,pek (ui,en, 1) i (i, 711, 11, 011) (7ja)

ri,pc = (pi, e, 1) brr (pa2, mio, I2, 012) (7jb)

r1,pC - <u12,63,F12> Vrr (p13,v13, 113, 013) (7je)

i pey Uon Uorg Uoy, = (uf,s1, 1) brr (uy, 01,17, 01) (7jd)
ro,pe b (uz,e1, Io) Yrp (21,721, 121, 091) (Tje)

2, pe (a1, e2, Io1) drr (22, maz, I2, 022) (7jf)

T2, pc b (o2, €3, 1o2) Y1r (p23,v23, I23,023) (7jg)

), pcy Lo Uern Uo? bl s0, 1) Vrp {pthy, ve, I, 09) (7ih)

Where:

(13,711, M2, T13) Rproto (T, 0
pcy = Iia(ry,, @fscope) 1} = paa(ry,, m1)(Qfscope) Ary.sy = pas(ry,, m1)(Qcode
01 = [z1 V> v13, Qscope > 17, Qthis — 11| pf = w1z [r] — o1
Iy =g [(rY, 21) = o013, (r], Qscope) — o, (r{, Qthis) — o171, 7] — 01

pcy = Fgg(rfn, Qfscope) 1h = uzg( ro,ma)(Qfscope)  Axa.$2 = pog(rs, 2 ma)(Qcode

T )
) )
] )
1] )
(p23,m21,M22, 133) Rproto (o To) (7jm)
) )
09 = [T2 +> vag, Qscope > 1h, Qthis v To1] il = g [rh — 0] )

2] )

Iy = o (15, 22) w5 023, (ry, Qscope) — b, (ry, Qthis) = 091,74 — 04

22



and ] & dom(u13), 4 & dom(uas), o) = pcj Loy Uoa Uol,, and of = pch U 91 U ogg Ll 02,

From Hypotheses 7a and 7b and Equations 7ja, T7jb, T7jc, 7je, T7jf, and T7jg, it follows, applying the
induction hypothesis (three times), that there is a partial injective function 5’ on Ref that extends 8 such
that:

pis, I3 Rpr o pras, T3 (7ja)
(011 <o Vo <o) = (r11 ~g T21 Ao11 = 021) (7jr)
(012 <o Vo <o) = (mia =ma Aoz = 02) (7js)
(013 <0 Vo <o) = (vis ~p v23 Ao13 = 023) (7it)

There are two cases to consider: 0] < o and o] £ 0.
If 01 < o, it follows from Equations 7jr to 7jt that: ri1 ~g 721, M12 = Mag, 71 ~a T, AT1.81 = Ax2.52.
Remarking that ri; ~g/ 721, m12 = mag, we can apply Lemma 6 to conclude that:

(on, <oVor, <o)= (ry, ~p 1o, Aoy, = 02) (7jua)

Since, we are assuming that o < o, it follows from the equation above that r} ~g r2 and o}, = o2,. Hence,
using Equation 7jt, we conclude that:

o[ g o) T (Tjub)

Applying Lemma 19 to Equations 7jk, 7jk, 7jo, 7jp, 7jq, and T7jub, we conclude that:
W IV g g, Iy (7juc)

where 5 < 8" and B”(r{) = r}. Hence, observing that ¢f = o}, we apply the induction hypothesis to
Equations 7jd, 7jh, and 7juc to conclude the result.

If o} £ o, it follows by Equations 7jr to 7jt that o} £ o. Hence, we can apply Lemma 4 to Equations 7jd
and 7jh to conclude that:

i, Iy ~p o i, I (Tjva)
po, Iy =g o pg, Iy (7jvb)

Observing that r{ ¢ dom(p13) and 74 & dom(uz23) and that there is no property either in pi3 or in uas
pointing to ri" or v (respectively), we conclude that:

13, 13 Rigo iy, I (Tjve)
p23, T3 Rig o py, Iy (7jvd)
Applying the transitivity of ~iq , (Lemma 15) to Equations 7jva, 7jvb, 7jvc, and 7jvd, we conlcude that:
a3, I3 Rig,o p1, 17 (Tjve)

123, F23 %id,o' /’L/Qa Zj2/ (7JVf)

Applying Lemma 20 to Equations 7jq, 7jve, and 7jvf, the first claim of the lemma follows. As for the second
claim, applying Lemma 21 to Equations 7jd and 7jh, we conclude that o] < o7 and o} < 09, entailing that
01,09 £ o and thus verifying the claim.

[CoNsTRUCTOR CALL] If the last rule to be applied in the derivation of 7c is [CONSTRUCTOR CALL], then
by hypothesis there are two expressions e; and e; such that s = new ej(e2). By inspection of [CONSTRUCTOR
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CALL], it follows that there are six transitions:

ri,pe 't (py,er, 1) dre (pan, min, I, on
r1,pe (i, e, 1) dre (paz, vi, 12, 012
ri,pey Uonn = (ufy s, 17) bre (py, v, I, 01
ro, pek (2, e1, Io) Y1p (21,721, Io1, 021
ro,pc <M21,62,F21> 1593 <H22,U227F227022
7, py U oo = (ug, 52, I5) Yir (pg,v2, I3, 02

)
)
)
)
)
)

where: and r} ¢ dom(u1), r{ & dom(p/)

'y = p12(r11, Qfscope)  Azyi.s1 = p12(r11, Qcode) 7"11, = p12(r11, prototype) (Twg)
pcy = Ia(ri1, Qf scope) O’; =112 (r;,prototype) (7Twh)
= [@proto — r;] o} = [x1 + vy, Qscope + 17, Qthis > rl] (7wi)
Wil = p12 [r1 — 01,7 + o}] (Twj)

(rl, @proto) — oqp U ap, L o,
I =TIy, (rl , 1) > o1, (17, @scope) 011 U pch, (Twk)

(rf,Qthis) — 011,77 — 011 U pc

Ty = p2a(ra1, @fscope)  Axa.$9 = oo (re1, Qcode) rp = poa(ra1, prototype) (Twl)
pcy = Iao(ra1, Qf scope) 012, =I5 (rg,prototype) (Twm)
= [@proto — rz] 0? =[xy > vy, Qscope +— 1h, Qthis — 7] (7wn)
= 22 [7’3 — 09,7 0?] (Two)

(r2, Qproto) — 091 Uog, 12 = 021,
I'Y =T { (1Y, ma) — 092, (14, @scope) — o291 Ll pch, (7wp)
(rf, Qthis) — g1, 14 — 091 U pch

and r{,r, & dom(na), vy, 75 & dom(paz).

From Hypotheses 7a and 7b and Equations Twa, Twb, 7wd, and 7we, it follows, applying the induction
hypothesis (two times consecutively), that there is a partial injective function 8’ on Ref that extends 8 such
that:

pizs T2 ~pr o p22, 22 (Twq)
(011 <o Voa <o) = (r11 ~p 21 Ao11 = 021) (Twr)
(012 <0 Vo <o) = (V12 = vaa A o1 = 032) (Tws)

There are two cases to consider: o711 Upc) < o and 017 Upc) £ o.
If 011 Upc) < o, it follows from Equations 7jr and 7js that: r11 ~g ro1, Ar1.81 = Ax2.S2, 011 = 091,

and pc) = pch. From 111 ~g ro1 and Equation 7wq, it follows that:

(011, <oV 0127 < a) = (7“117 ~pr 7"12, A 011) = ai) (Twta)
It therefore follows that: L , Lo
o5 g 0ol O g 02T (Twtb)

Applying Lemma 19 to Equations 7wi, 7wj, 7wk, 7wn, 7wo, and Twp, Twq, and 7wtb, we conclude that:
wi, IV ~pr o iy, Iy (Twtc)

where 8/ < 8", B"(rl) =72 and B"(r}) = rj.
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Observing that 8”(r)) = r§ and pcj U o1 = pch U oa < o, we apply the induction Hypothesis to
Equations 7we, 7wf, and 7wtc, the result follows.

If 011 Upc) £ o, it follows (by Equations 7wq and 7wr) that 021 Upch € o. Hence, we can apply Lemma 4
to Equations 7wc and 7wf and conclude that:

wis I =g .o ph, I (7Twua)
/j//217 F2N %id,U /1//2’ FQ/ (7wub)

From Equations 7wi, 7wj, 7wk, 7wn, 7wo, and 7wp, we conclude:

pig, Do ~ido py, Iy (Twuc)
pi22, o2 Rid.o py, Iy (7wud)

Applying the transivity of ~g , (Lemma 15) to Equations 7wua, 7wub, 7wuc, and 7wud, it follows:

paz, Do ~igo ph, Iy (Twue)
fi22, T2 Rid o i, Ty (7wuf)

Finally, applying Lemma 20 to Equations 7wue, 7wuf and 7wq, we conclude that: p}, I} =g» , pb, Iy for
some (3" that extends f3.

As for the second claim of the lemma, applying Lemma 21, we conclude that 017 U pcj < o7 and
091 Upch < 9. Thus, 01,02 £ o which proves the claim.

[VARIABLE UPGRADE] If the last rule to be applied in the derivation of 7c is [VARIABLE UPGRADE], then
by hypothesis there is a variable z and a level ¢’ such that s = upgVar(z,c’). By inspection of [VARIABLE
UPGRADE], we conclude that:

r1,pe b {uy,upgVar(z,0'), 1) b (1, undef, I [(ry, ) — Ii(rk, @) Uo'] , pc) (Tva)
r2,pC F </J'27 ungar(x, O-/)a F2> ‘U’[F <:u'27 undef, FQ I:(Ir:i’ Jf) = FQ(Tfn 3?) U OJ] ,pC> (7Vb)

where (u1,71,2) Rscope 75y (12,72, %) Rsecope T2, and 71,75 # null. Hence, applying Lemma 5 to Hypothe-

ses 7a and 7b and recalling that we are assuming that pc < o, it follows that: r} ~ r2. From Hypothesis 7a
and the fact that 71 ~g 72, we conclude that:

(Ni(rg, @) = Ia(ry, ) < 0 A (g, @) = pa(r, @) V (g, 2), (3, 2) £ 0 (7ve)

which implies that:
(0,0 < 0 A p(rh,z) = p(r2,2)) V ol 0 £ o (7vd)

The first claim of the Lemma follows from Equation 7vd and Hypothesis 7a. By remarking that o1 = o9 = pc
and vy = vy = undef, the second claim follows.

[PROPERTY UPGRADE] If the last rule to be applied in the derivation of 7c is [PROPERTY UPGRADE], then
by hypothesis there is a variable o, a string p and a level ¢’ such that s = upgProp(o, p, o’). By inspection
of [PROPERTY UPGRADE], we conclude that:

r1,pc b (p1, upgProp(o,p, o), 1) Yrr (u1, undef, Iy [(ry,p) — I(r),p) Uo’] , pc) (Twa)
r2,pC F <:u’27 ungrop(O,p, U,)v F2> ‘UIF <H2,Und€f, F2 [(wap) — F(wap) U 0/] ,pC> (7Wb)

where <H17 1, 0> RScope r(l), <M17 1251 (Tiv O)apv F1> RProto <7”117, o-i/>a <,u27 T2, 0> RScope 7"(2), and <M2a M2 (7"37 O)ap7 F2> RProto <T127a 0/2/>~
Since (1,71,0) Rscope 7o and (2, p2(r2,0),p, I2) Rproto (7, 04), we can apply Lemma 5 to Hypothe-

ses 7Ta and 7b and (by noting that pc < o) conclude that: rl ~g 72. Given the fact that r} ~g r2

there are two cases to consider, either: I'j(r},0), I%(r2,0) < o or I (r}), Ib(r?) £ o. If it is the case that

I'(r},0),Is(r2,0) £ o, the definition of |} guarantees that I (r}, p),I2(r2,p) £ o. Upgrading the levels
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of high properties preserves the low equality, therefore the result follows. It remains to prove that the result
holds for the case in which I'1(r},0), I2(r2,0) < o. For this case, it follows from the fact that 7} ~ r2 that

1 (rg,0) ~g p2(r3, 0).
SiHCG T’é ~3 T§7 <,U1,,Uq(7’é,0),p, F1> 72'137'0150 <T11970'/1/>7 <,u'2;,U'2(Tga0)7pa F2> RPTOto <T’Z,OJ2/>, we can apply

Lemma 6 to the Hypothesis 7a and conclude that:
(0] <oVl <o)= (7']1) ~g T’Z Notl ol = o) (Twe)

Hence, there are two cases to consider: either of,04 < o or 7,04 £ 0.

If of ,04 < o, it follows that r} ~p 72 and of = of. Furthermore, it follows that property p is labeled with
the same level in both memories (I (r},p) = I2(r7, p)) and that its corresponding values in the two memories
are [-related (,ul(rzl,,p) ~g 2 (rg)) Since property p is updated to the same level in both executions, the
low equality is preserved independently of the visibility of the new level of p.

If oY, 0 £ o, the definition of |};r guarantees that Fl(rll,,p), Fg(rfﬂp) % o. Upgrading the levels of high

properties preserves the low equality, therefore the result follows.

[TF-1] If the last rule to be applied in the derivation of 7c is [IF-1], then by hypothesis there is an expression
e, and two statements s; and sy such that s = if(e){s; }else{s2}. By inspection of [IF-1], we conclude that
there are three transitions:

ri,pek (p1, e, Iv) Yrr (pio, true, o, o10) (7xa)
r1,peU oo F (10,51, o) Ve (ph,v1, 17, 01) (7xb)
ro,pc (o, e, Ia) drr (120, v20, I0, 020) (7xc)

Applying the induction hypothesis to Hypotheses 7a and 7b and Equations 7xa and 7xc, we conclude that:

wos 110 =g 120, T20 (7xd)
(010 <oVoy < 0) = (true = vy A o9 = 020) (7xe)
There are two cases to consider: 019,099 < o and 019,020 £ 0.

If 019,020 < o, it follows that veg = true and thus we conclude that the Rule [IF-1]was applied in the
derivation of Hypothesis 7d. Hence:

o, pc U oo b (oo, s1,T0) Vrr (ph, va, 5, 02) (7xf)

Applying the induction hypothesis to Hypothesis 7b and Equations 7xb, 7xd, and 7xf, the result follows.
If 010,090 £ o, the rule used in the derivation of Hypothesis 7d can be either [IF-1]or [IF-2]. Hence, we
have to consider two cases. Since they are similar, we will just consider one of them. Suppose that vog = false,
then:
o, pc U oo b (o0, S2, I0) V1r (ih, va, I3, 02) (7xg)

Since o019, 090 £ o, we can apply Lemma 4 to Equations 7xc and 7xg, to conclude that:

w0, o ~ido ph, IY (7xh)
1120, T20 id,o i, Iy (7xi)
Applying Lemma 20 to Equations 7xd, 7xh and 7xi, the result follows.

Theorem 1 (Security). For any proper 3, program s, memory o well labeled by I, reference r, and level
pe such that r,pc = (uo, s, Iy Y1r (pgy,v, I’ o), then for all memories uy either NI(s, I, po, 1, 8,pc), or
ﬁ("’),pc F </'L17 875(F)> VIF'

It is well-known that noninterference NI(s, I') is not a safety property [31] since it cannot be stated as a
trace property. Monitors cannot enforce noninterference [22] but just over-approximations of the property [8].
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This means that neither can we prove NI(s, I") for one monitored execution, nor can we prove that for all
equivalent memory pq1, NI(s, I, g, 41, ) holds (recall that our noninterference notion does not depend on
the monitor). Instead, our security theorem claims that a terminating program s in the monitor either holds
the noninterference property for a given memory pq or it ensures that s diverges with memory p; when
monitored. Proof is by structural induction and can be found in the full version of the paper [1].

Secure program rejected by the monitor. The following program is secure according to the noninterference
property, but is rejected by the monitor with initial memory and labeling defined in Section 3, (2):

if(h){o["p"] = O}else{o["p"] = 0}

Discussion on Type System FExtraction. Using the same constraints given by the monitor, we can extract
a type system for a JavaScript subset limited to static variable references and statically determined scope.
Hence, the labeling can be computed by an algorithm that statically determines a function I', I : (Str +—
Str)URef — L for each program point in the program (for loops, the algorithm must compute a fix point of
labeling functions obtained in several interactions). We assume that programs are desugared in such a way
that property updates can only be written as x.y = e. Any command can be desugared to this form using
additional local variables. Using the set of I" functions, the typing rule for property update and creation has
the following form:

PROPERTY UPDATE/CREATION
pe, 't x: 0 pe, 'y : oo o1 Uoe < I'(z,y)

pe,'Frxy=e

6 Information Flow Instrumentation Compiler

Formal specification. Compilation is done by a function, Cp(.), from JavaScript programs to JavaScript
programs. The compiler inlines the constraints defined by the monitor of Section 5. The compilation function
Cp(.) is defined using a compilation function, C(.), on statements and a compilation function, C;(.), on
simple expressions (identifier, primitive values, and the this keyword). Their formal definitions are given in
Figures 6, 6, and 6. The compilation function for statements parses JavaScript statements and the upgrade
statements presented in Figure 1. Every object has a property _lab that maps its remaining properties to
the corresponding security levels (this variable emulates I" when fixed to the object’s reference). Variable
_pc holds the security level of the current context. The security lattice is a parameter of the compiler stored
at runtime in variable _lat; it implements a property bot for the bottom of the lattice and a method lub for
calculating the least upper bound of two security levels. Function _setUpLab() sets up the labeling property
in the current scope object. Function _Get PropLeu(.,.) looks up for the property level in the labeling of the
object specified as first parameter. Function _GetStructLev(.) returns the structure level of the object given
as parameter. Function _GetVarLeuv(.,.) returns the security level of the variable given as first parameter in
the labeling given as second parameter. Function _SetPropLeuv(.,.,.,.,.) dynamically modifies the labeling
_lab adding a property to the labeling if the property does not exist or modifying it, if it does. Finally,
function _Enforce(.,.,) receives two security levels | and !’ as parameters; if [ < I’ then the statement is
equivalent to undef, otherwise it does not terminate. This is done to ensure that the execution of a compiled
program is similar to the monitored execution of the original program. In practice, however, the compiler
throws an exception. In the specification of the compiler we only consider normalized programs as established
in Definition 8.
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Definition 8 (Syntax of normalized programs).

S 1= 81; 82 sequence of statements
| ifi(é){sy}else{ss} conditional
| while'(é){s} while loop
én=ux identifier
| v primitive values
| this this keyword
€ = xle] member selector
| (é1 opz é2) binary operations
| € very simple expression
€= x(é)’ function call
| z[é1](é2) method call
| new x(é)? constructor call
| function'(z){s} function literal
e = x[é1] = éa property assignment
| z=¢€ variable assignment 1
| x=¢€ variable assignment 2
VARIABLE LOOKUP VALUE
Ci(z) = lat.lub(_pc, GetVarLev("z”, lab)) Ci(v) = _pc
THIS PROPERTY LOOKUP

Ci(this) = lat.lub(_pc, GetVarLev("this”, _lab)) Ci(z[é]) = lat.lub(_pc,Ci(x),Ci{é) _Get PropLev(x, é))

BINARY OPERATION
Cl <é1 Oop2 é2> = Jat.lub(C;(éQ,Cl(ég))

Fig. 5. A compiler for the level of simple expressions

The theorem of correctness says that if a program terminates starting from a given configuration (original
configuration) with the monitor semantics, then the compiled counterpart also terminates in a “similar”
configuration. In order to state the theorem we need to formally define similarity between memories. Memory
similarity requires that for all original references, labelings are the same and values are similar (using the
B-equality defined in Section 4).

Definition 9 (Memory Similarity). A memory p labeled by I' is similar to a memory p' w.r.t. 8, written
w, ' Rg ', iff dom(B) = dom(u) and for all v € dom(B) where o = p(r) and o' = p (B(r)) the following
holds:
dom(0) = dom(p/(B(r))(lab)) C dom(0’)
Vp € dom(0) o(p) ~p o (p)
Vp € dom(o) I'(r, p) = 1//(B(r))(lad)(p)
In the formal specification and theorems we assume that variables and functions introduced by the

compiler are fresh and cannot overlap with variables or functions in untrusted code. However, in the imple-
mentation we use randomization to satisfy this assumption (see Section 7).

Theorem 2 (Correctness). Given a reference mapping 3, a labeled configuration {u,s,I"), a configuration
(i',Cp(s)), two scope references r and B(r) in u and ' resp., and a security level pc = 1/ (B(r))(pc), such
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FUNCTION LITERAL

var _lab;

_pc = lat.lub(_pc, arguments.callee._pc);

_lab = _InitLab(arguments.callee.lab,” x” , argLev,vars(s), pc);

l
S

z; = function(z, argLev, pc){s"};
zi.lab = _lab;

Zi.-pc = _pc;

w;.lev = _pc

C(function'(z){s}) =

METHOD CALL - 1
FUNCTION CALL 'i (&, Cu{e), Culz)) lev = lat.lub(Ci{x),Ci{é1), GetPropLev(x,és));
i TUT = TAE,LNE), LUNT A 1A NG aux = x[é1](é2,Ci{éa), lev)
C{xz(é)") = |z = auz.val; C(x[é1](é2)") = 2 = auz.val:

w; = aux.lev; w; = aux.lev;
[ : ’

CONSTRUCTOR CALL - 1

w; = dat.lub(Ci(z), z._pc);

z; = _InitObject(Object.create(x.prototype), Ci{x));
aux = x.call(z;, é,C1{é),Ci{x));

Cnew z(&)") = |if(aux){

z; = aux.val;

w; = aux.lev

Fig. 6. Compiling indexed expressions
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PROPERTY UPDATE/CREATION
if(é1 in z) {

_Enforce(dat.lub(Ci{z),Ci{é1), -pc), -GetPropLev(zx, é1))
} else {
Clzlé1] = éq) = _Enforce(lat.lub(Ci{x),Ci{é1), -pc), -GetStructLev(x))
}
_SetPropLev(x, é1, lat.lub(Ci{x),Ci{é1),Ci(é2), -pc));
x[él] = é2

SIMPLE EXPRESSION ASSIGNMENT
_Enforce(-pc,Ci{x));
Clx =¢) = |-SetVarLev("z”, lat.lub(Ci(€), -pc), -lab);

r=e

CALL EXPRESSION ASSIGNMENT SEQUENCE
Cle)=s i = index(€) C(s1) = &} C(sg) = s}

s C(s1;82) = 81555

| Bngoree(pe.cifa))
Clr=¢) = SetVarLev("x” , w;, lab);

C(s1) = &} C(ss) = s, Cis) =5
S zi = pe;

cl@teselen)) = (o ity Commte@oh = |y 4O
pc=z; pc=z;

UPGRADE VARIABLE
C(upgVar(z,l)) = _SetVarLev("x”, lat.lub(C;{(z),1), lab)

UPGRADE PROPERTY
C{upgProp(x,v,l)) = _SetPropLev(x, v, lat.lub(_GetPropLev(z,v),l,Ci{x)))

UPGRADE STRUCTURE
C(upgStruct(z,l)) = _SetStructLev(z, lat.lub(_GetStructLev(x),l, Ci{z)))

PROGRAM

C{s) =+
var _lab, _pc;
Cpls) = _pc = _lat.bot;
P\ dab = _setUpLab(vars(s), _lat.bot);
/
s

Fig. 7. Compiler Specification
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that p, I’ Rg 1 ; then:

E|</1'f7varf70> 'I",pC" <N787F> ‘UIF </”Lfvvf7]_‘fao—>
iff

30505 B() - (1, Cp{s) s (125 )

If both configurations converge: yuig, I't Rgr pi'y with vg ~g v} for some 8 < 3.

Using the correctness theorem and Lemma 2, we prove the following lemma that relates monitored with
unmonitored (but labeled) executions of compiled programs. In the following, we use the term proper compiler
labeling for a labeling I' that assigns the same level to all the compiler variables.

Lemma 8. For any reference r, security level pc, and initial configuration {u,s, "), such that s = Cp(s’)
for some program s', then r,pct {u,s, 'Y | {(u',v, I, o) iff r,pct {u,s, ) Jrp (1,0, ", 0).

We assume that [ is a labeling mapping the global object to the bottom of the security lattice considered.
The following theorem shows that compiled code is secure w.r.t. the noninterference property given in
Section 4.

Theorem 3 (Security). For any program s, NI(Cp(s), I[y) holds.

Proof. The result follows immediately by Theorem 2, Lemma 8, and Theorem 1.

Modular extensions for external interfaces Although JavaScript can be used as a general purpose language,
most JavaScript programs are intended to be run in a browser in the context of a web page. Such programs
often interact with the web page on which they are included through the DOM API. We provide a way to
extend the enforcement functions used by our compiler in order to deal with the DOM API. We use the
same approach to deal with other external APIs, namely the XMLHttpRequest API. For this reason, the
term external function is used for all functions whose code is not given by the programmer and hence is not
available for instrumentation. Managing external APIs consists in specifying for each one of them, an IFlow
signature, that describes:

Its effect on the security levels of its arguments (updtArgsLevels), of the object on which it was called
(updtObjLevel), and return value (computeRetLevel);

The circumstances in which the API can be successfully invoked (enforce);

A preprocessing function for its arguments (processArg) and for its return value (computeRet Value).

A call to an external AP of the kind o0.m(arg) is compiled as shown in Listing 6 and denoted as Cp(o.m(arg),ifs)
where ¢ fs is its IFlow signature.

enforce (arg_level, ctxt_level);

val_i = o.m(processArg(arg));
val_i = computeRetValue(val_i) ;
lev_i = computeRetLevel(arg_level, ctxt_level, val_i);

updtArgsLevels (arg, args_level, ctxt_level);
updtObjLevel (o, args_level, ctxt_level);

Listing 1.4. Compilation of call to external API

In order to preserve the security results of Theorem 3, and due to the compositionality of our enforcement
technique, the following lemma must be proved for each external API handled by the compiler. We assume
in the lemma that JavaScript semantics rules |} jg are extended in order to handle external APIs. (See [24]
for a JavaScript extension to HTML tags including the iframe tag and the Postmessage API, see [16] for a
formal semantics of the DOM API).

Lemma 9. Leto.m(e) be an invocation to an external API andifs its IFlow signature, then NI(Cp(o.m(e), ips), I'o)
holds.
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IFlow Signatures. In order to show the effectiveness of our modular approach to handle external functions,
we provide IFlow signatures for the following external APIs: appendChild, createTextNode, createFElement,
eval, setTimeout.

We give examples of IFlow signatures in order to illustrate the simplicity and scalability of the proposed
mechanism. In the case of the eval external function a possible IFlow signature consists in using the pro-
cessArg function to compile the argument that is passed to it at runtime. This is equivalent to on-the-fly
inlining as proposed by Magazinius [27] for an imperative language extended with an eval statement.

function processArg(str) { compile str }

Listing 1.5. IFlow signature for the eval function

In the appendChild external method, the default IFlow signature prevents the execution of the method
when trying to append an untrusted node to a trusted node. This is achieved through the enforce function:

function enforce(arg_level, ctxt_level) {
if (_lat.leq(ctxt_level, arg_level)) {
throw new Error (’IFlow Error’);
} else {
return true; 1}}

Listing 1.6. IFlow signature for the appendChild function

For the XMLHttpRequest send method, the default IFlow policy prevents the sending of high-level informa-
tion to low-level servers. The enforce function to achieve this goal is similar to the one for the appendChild
method.

Ezxamples that make use of external interfaces. In this example, we consider a standard lattice for in-
tegrity [21] such that H < L, where H represents high integrity and L represents low integrity (untrusted).
The program below creates a texrt node with untrusted content and tries to append it to a high integrity
div node. According to the IFlow policy of Listing 6, this program is illegal. The DOM is regarded as an
information sink, for this reason the properties of DOM objects cannot be automatically upgraded.

var low_integrity_string, text_node, div;
ugpVar (low_integrity_string, °L’);

low_integrity_string = readUntrustedSource();
text_node = document.createTextNode(1ow_integrity_string);
div = document.createElement (’div’);

div.appendChild (text_node) ;
Listing 1.7. An example concerning integrity of the DOM

The program below schedules the execution of a piece of code that updates the value of a low confidentiality
variable, depending on the value of a high variable. This constitutes a sensitive upgrade. The IFlow signature
for setTimeout must do more than compile the code that is to be executed, it must wrap it in a function
literal and set the default level of its program counter to the current pc level. By doing this, when this code
is finally executed, the pc level will be high and the assignment will be prevented.

var x = 0;
if (h) {
setTimeout (’x = 4’, 2000);}

Listing 1.8. An example using setTimeout
The program below makes use of the XMLHttpRequest object to send a confidential cookie to an untrusted
server through a POST http message. In the IFlow signature the updtObjLevel function of the open external

method downgrades all the properties of the zhr object to L. The property cookie of document is by default
labeled with H in the confidentiality lattice. Then, the enforce function prevents the illegal flow.
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var xhr;

xhr = new XMLHttpRequest () ;
xhr.open("POST", untrusted_url);
xhr .send (document . cookie) ;

Listing 1.9. An example of cookie stealing

7 Implementation and Dealing with Untrusted Code

The compiler prototype is implemented in JavaScript and is available online at [1] together with a broad
set of examples that includes those of the paper. We discuss here implementation details regarding implicit
type coercions and randomization.

Untrusted code. The correctness of the instrumentation relies on the assumption that the internal variables
and object properties used by the compiler do not intercept with those of the program to be compiled.
Naturally, a malicious program may try to surpass the compiler by rewriting some of its internal variables.
For example an attacker program _lat = permissive_lattice redefines _lat, which is assumed to be bound to
the object representing the security lattice. Therefore, the attacker code is allowed to trigger information
flows otherwise forbidden. In order to prevent this kind of malicious behaviour, variable names used by the
compiler are randomly generated. In order to tamper with the compiler internal state, the attacker code
must be able to guess the randomly generated names. The names of internal local variables (like _pc) are
randomly generated, whereas those of global variables (like _lat) are assumed to be properties of a single
object that is accessed through a global variable whose name is also randomly generated. In this way, the
runtime libraries that are assumed to be available during the execution of compiled code do not need to be
dynamically computed. Type coercions. Malicious code can exploit implicit type coercions to compromise
the security of compiled code, as one can see in the example below.

ol.toString = function() { return ’p’; };
02.p = secret;
public = o02[o01];

Listing 1.10. Malicious Code Example - Exploiting Implicit Type Coercions

Our instrumentation disallows any kind of implicit type coercion. Since relying in implicit type coercions is
considered a bad programming practice that is error-prone and hinders maintainability, we do not find this
restriction a serious shortcoming of the compiler. Native functions. The compiler correctness does not rely
on any kind of function that is liable to malicious code, namely native functions.

o.p = 0;
upgStruct (o, H);
o.hasOwnProperty = function () { return falsel}
if(h) {
o.p = 1;}
Listing 1.11. Malicious Code Example - Tampering with native functions

The example above is illegal, because updating the value of a low property in a high context constitutes
a sensitive upgrade. Creating a new property in a high context is, however, allowed. Hence, the compiler
must test if the object defines the property that is being set in order to decide which constraint to apply.
To this end, one could use the object hasOwnProperty method directly, which would make the correctness
of the compiler dependent on its semantics. This approach would entail a security violation, since malicious
code can redefine the hasOwnProperty method, thus modifying its original semantics. Instead of using the
object’s hasOwnProperty method, the compiler uses a different one that is provided in the runtimes and
thus accessed through a global variable whose name is randomly generated:

_runtime.hasOwnProperty = function(o, p) {
var o = {};
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return o.hasOwnProperty.call(o, p); }

Listing 1.12. Malicious Code Example - Internal hasOwn Property method

8 Conclusion

We have presented a sound information flow monitor based on labeling of properties of objects instead of
values of properties. The inlining of such a monitor generates a linear number of additional objects w.r.t.
original code for compiled code (instrumented code). Having implemented a prototype [1] of the instrumen-
tation, we show its effectiveness in a number of examples including examples that use external libraries such
as the DOM API. The correctness and security of the instrumentation relies on the assumption that property
names used by the compiler do not overlap with those of the original code. In the implementation, we remove
this assumption by randomizing property names. It would be interesting to define a stronger noninterference
property for active attackers [15] and use the techniques of [4] for the randomizing compiler to prove a
stronger result w.r.t. untrusted code in mashups [23, 24]. The type system discussed in Section 5 can be used
as an optimization within the compiler to type the portions of code that can be statically analyzed. This is
left as future work.
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A  Information Flow Monitor Semantics

Figures 8, 9, and 10 give the rules for {;p.

PROPERTY UPDATE
re,pct (p,e1, I') drp (1, r1, 11, 01) rs,pet (1, ea, I'n) Yrr (p2, ma, I, 02)
rs,pC = (2, e3, 1) V1r (us,v3, I3,03) my € pus(ry) o1 Uoy < I(r,me)
Iy=13 [(Tl,mg)'—>0'1 |_|02L|O'3] u4iu3[(r1,m2)»—>v3]
re,pc = (u,e1lea] = e3, I') drp (pa, v3, I's, 03)

PROPERTY CREATION
re,pc b (per, I') dre (1,1, 11, 01) rs,pe b (p1,e2, 1) drr (2, mo, Iz, 02)
rs,pc b (po,e3, 1) drp (us, vs, I3, 03) mao & p3(ry) pa = p3 [(r1, m2) — vs]
o1 Udoy < Fg(’f‘l) F4 = Fg [(Thmg) — oy UogUos, 1 — Fg(T’l) oy |_|O'2]

re,pct (u,eiles] = es, I') Urp (pa,v3, Iy, 03)

PROPERTY LOOKUP
re,pc b (p,e1, I') drp (1,1, 11, 01) re,pet (1, ea, I'n) Y1 (p2, ma, I, 02)
</142,T1;m27-l—‘2> RProto <T/»0,>
rs,pc b (u,erlea], I') brr (pa, po(r',me), Iv, 01 Uog Uo’)

VARIABLE
</J,’I"S7{E> RScope Ty Ty 7é null
Ts,PC F <[L,$, F> ‘UIF <,U, ,U(’I"x,l‘), F, F('I"x,l') |_|pC>

ASSIGNMENT - 1
Ts,PC F </1*7€7F> ‘U’IF <N1av17rl701> <Ma r87$> RScope Tz Tr 7é null
pc < I(rg,x) I =11 [(re,x) = 01] po = p [(rz, ) = v1]
re,pet (v =e,I') Irr (p2,v1, I2,01)

ASSIGNMENT - 2
rs,pe bt (u,e, I') rp (u1,v1, I1,01) (i, 75, %) Rgcope null pe < I'y (#global)
Iy = I' [(#global, x) — 01] p2 = pu [(#global, ) — v1]
Ts,PC F <,U/,.’L' =E¢€, F> ‘U’IF <,LL2, U17F27 01>

FUNCTION LITERAL
of = [Qfscope — 15, Qcode — Ax.s, prototype — #objProt] ry & dom(p) W= plry — of]
I'" =TI'[(r,Qf scope) = pc, (rf, Qcode) — pe, (1, prototype) + pc]
rs, pc b {p, function(x){s}, ') Y1r (¢ s, I, pc)

Fig. 8. Monitored Semantics of JavaScript Expressions - 1

B Auxiliary Lemmas for Theorem 1

Properties of the B-Equatility. In the following, Obj|r corresponds to the set of objects that only
use references in R (where R C Ref). Denoting by Pse, the set Obj U Val, we use Pse|g for Obj|r U Val.

Lemmas 25, 11, and 27 establish that for every set of references R C Ref, the S-Equatility is an equivalence
relation on Pse|g.
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Funcrion CALL
rs,pct (e, I') brr (o, 70, L0, 00) rs,pc b (po,e1, Io) drr (1, v1, I, 01)
pc’ = I'1(rg, Qf scope) = ui(ro, Qfscope) Az.s = p1(ro, Qcode)
r & dom(puy) ' =17, z) = o1, (r?, Qscope) — pc’ Uag,r! — pc’ U oo
0s = [x — vy, @scope — 1] =y [ e o] ! pd Uog = (W8, ") Urp (W’ 0, T, 0")

rs,pet (ueo(er), I') brp (W 0,17, 07)

METHOD CALL
rs,pc F (w,e0, I') drr (1o, 70, L0, 00) rs,pc = (po,e1, Io) brr (1, my, I, 01)
re,pc b (p1,e2, 1) drr (2, v2, Iz, 02) (2,70, m1,12) Rproto (Tms0m)
pc = Iy (1, Qf scope) = s (rm, m1)(Qf scope) Ax.s = pa(rm, my)(Qcode)

0s = [x > va, Qscope — 1, Qthis — 1) " ¢ dom(us) W= o [ s o]
o' =pd UogUo Uoy, " =r [(T‘Q,x) s o, (Tg7 @scope) o, (7";/, Qthis) — 00,7";/ . (II]

re o’ s, ) Yip (W0, I, 0")
Ts, PC F <H760[61](62);F> ‘LLIF <MN7U7F/N50'N>

CONSTRUCTOR CALL
rs,pc = (p,e0, I') drr (1o, 70, 10, 00) rs,pcF (po,er, Io) drr (i, v1, I, 01)
pc = I'(ro, Qf scope) = u1(ro, Qf scope) Ax.s = pq(ro, Qcode) rp = w1 (ro, prototype)
op = I'\(ro, prototype) o = [Qproto — rp) ro & dom(p1) r & dom(u')
0s = [x — v1, Qscope — 1, Qthis — r,] o= [ro v 0,1 o)
I'" = I [(ro, @proto) — pcU oy, 1o — 00, (1, ) = o1, (1), @scope) + og, (), Qthis) — oq, 7, — 0]
r . pd Uoo (i, s, ") brp (W 0, T, o)

rs,pct (p,new eg(er), I') Yrp (p”, v, I, 0")

THIS - 1
Q@this € p(rs) Tthis = p(rs, Qthis) THIS - 2
Othis = F(T‘S, @chS) @th’LS € M(Ts)
Ts,PC = </1'7 thisv F> ‘UIF </~La Tthisy Fv pc u Jthis> pC,Ts F </~L, th’iS, F) U, <,LL7 #glObal, F, pC>

BIN OPERATOR
re,pct (e, 1) b (p,v1, I, 01) re,pCt (e, 1) Lrp (p2,v2, I, 02)

rs,pc b (1, e1 0p2 ex, I') Irr (t2,dop, (v1,v2), 2,01 Uo2)

VALUE
Ts7pc'_ <,U/7’U7F> @IF </~I/7U7Fapc>

Fig. 9. Monitored Semantics of JavaScript Expressions - 2

37



VARIABLE UPGRADE
</-L7 Tsy 3?> RScope Ty 7é undef pc S F(’I“;w x)
Ts,pc k= </~L7 ungar(x,a)J"} Irr <M7und€f,F [(T‘z,x) — I'(rg,z)U U} 7pc>

PROPERTY UPGRADE
<‘U, Ts, O> RScope T: 7& undef <:U7 ,U’(TS7 0)7p7 F> RPTOtO <Tp7 OJ) pc U F(T’Z, O) U 0_/ S F(rfhp)
Ts,PC F <Ma ungrop(Ompa 0)7 F> ‘U’IF (,u,undef, r [(Tpmp) = F(rznp) U U] ,pC>

STRUCTURE UPGRADE
<Ma Ts, 0> RSC()pe TZ 7£ undef To = ,U,(T’g, O) pcll F(Tgvo) < F(To)
rs, pc = {u, upgStruct(o, o), I') 1r (p,undef, I [ro — I'(r,) U o], pec)

SEQ
re,pct (p, 51, 1) brp (p1,v1, I, 01) rs,pC = (1, 82, I1) Y1 (p2, v2, I, 02)
re,pC = (py 51582, 1) V1p (p2,v2, 12, 02)

Ir -1
re,pet (e, Y Vrp (u, v, I, 0’) v' & {0, false,undef, null}

rs,pc b= (u,if(e){s1}else{sa}, ') Y1 (@’ 0", " ")

Ir -2
re,pet {p e, ) brp (u, 0", I, 0') v' € {0, false,undef, null}
rsvpcu 0/ = <MI7827FI> ‘UIF </JJH7’UN7FN70-H>

re,pe b {u,if(e){s1}else{so}, ") Y1 (u”, 0", " ")
‘WHILE-1
re,pet {pye, ) brr (W0, I, 0") v' € {0, false,undef, null}
rs,pe b= (u, while(e){s}, I') Yrr (', undef, I", pc)

WHILE-2
re,pet (pye, ) brp (W0, I, 0") v' & {0, false,undef,null}
’I“S,pC|_|O'/ '_ </,L/’ 57 F/> »U«IF </,I/H7’U//’ F//’ 0_//> ’rs,pc '_ </,[/N7Wh||e(€){8}7p//> ~U«IF <I,L///7U/N7FN/’ O///>

rs,pc = (u,while(e){s}, ') Urr (W, 0", " ")

Fig. 10. Monitored Semantics of JavaScript Statements
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Lemma 10 (Reflexivity of ~i4). Given a set of references R C Ref, then for every pseudo value v €
Pse|r, it follows that v ~q v, where id is the identity function defined on R.

Proof. The proof proceeds by case analysis.

— v € Prim. Applying the Rule PrRIM, the result immediately follows.

— v € A. Applying the Rule FUN, the result immediately follows.

— v € R. Since id is defined on R, we conclude that v = id(v). Hence applying the Rule REFERENCE, the
result immediately follows.

— v € Obj|g. For every property p € dom(v), v(p) € Prim U RU A. Hence, we can use the three first cases
to conclude that v(p) ~ig v(p). Thus, using Rule OBJECT, the result follows.

Lemma 11 (Symmetry of ~3). Given an injective function 5 and two pseudo values v1,vy € Pse such
that: vi ~g va, then vy ~g-1 v1.

Proof. The proof proceeds by case analysis.

— v1,v2 € Prim. By the Rule VALUE, we conclude that v; = v, and hence vy = v1. Thus, using the same
rule, the result follows.

— v1,v2 € A. By the Rule FUN, we conclude that v; = v, and hence vy = vy. Thus, using the same rule,
the result follows.

— v1,v2 € Ref. The Rule REFERENCE guarantees that vy = [(v1). Since 3 is injective, 37! is defined on
the range of 3 and particularly, 371 (ve) = v1, from which the result follows (applying the same rule).

— v1,vy € Obj. The Rule OBJECT guarantees that dom(v1) = dom(ve) = P and that for every property
p € P, v1(p) ~p va(p). Since v1(p) and vo(p) are either in Prim, in Ref, or in A, we use the three first
cases to conclude that: va(p) ~g-1 v1(p) for every property p € P, thus proving the result.

Lemma 12 (Transitivity of ~g). Given two injective functions 1,52 : Ref — Ref and three pseudo-
values v1,v2,v3 € Pse such that: vi ~g, va and v ~g, v3, then vi ~g, 08, V3.

Proof. There are three cases to consider:

— v1,v2,v3 € Prim. Rule VALUE guarantees that vy = vy and vs = vz, which means that v; = v3 and
therefore: v ~g, 08, V3.

— v1,v9,v3 € A. Rule FUN guarantees that v; = vy and v = v3, which means that v; = v3 and therefore:
U1 ~BioBy U3-

— v1,vg,v3 € Ref. Rule REFERENCE guarantees that vo = f;1(v1) and v3 = B2(v2). Hence, vs = B2(81(v1)) =
B1 0 B2(v1), from which follows that: v1 ~g,0s, vs.

— vy, vg,v3 € Obj. Rule OBJECT guarantees that dom(v1) = dom(ve) = dom(vs) = P. For every property
p € P, vi(p) ~p, va(p) and va(p) ~g, v3(p). Since v1(p), v2(p) and vs(p) are either in Prim, in Ref,
or in A, we use the two first cases to conclude that: vi(p) ~g,0s, vs(p) for every property p € P, thus
proving the result.

Lemma 13. Given four pseudo values vi,v],v2, vy € Pse such that vy ~ig, v}, va ~id, vy and vy ~g va,
where idy and idy correspond to the identity mapping on references defined on two (possibly different) arbitrary
domains. Then, it follows that v} ~g v}.

Proof. The proof proceeds by case analysis.

— v1,v], 02,0y € Prim. Rule VALUE guarantees that vy = vg, v1 = v}, and ve = v}, from which follows
that v{ = v} and therefore: v{ ~g v5.

— v1,v],v2,v, € Ref. Rule REFERENCE guarantees that vo = [(v1), v1 = vf, and vy = v). Hence,
vy = B(v}) and therefore v} ~g v5.

— v1,v],v2,v, € Obj. Rule OBJECT guarantees that dom(v;) = dom(v}) = dom(vy) = dom(v) = P.
For every property p € P, vi(p) ~g v2(p), v1(p) ~ia, vi(p), and v1(p) ~p v2(p). Since v1(p), vi(p),
va(p), and vh(p) are either in Prim, in Ref, or in A, we can apply the current lemma to conclude that:
v} (p) ~p v4(p) for every property p € P, thus proving the result.
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Low Equality Properties The following lemma is used in the proof of the transitivity of the low equality
relation.

Lemma 14. Given four security levels o1,09,03,0 € L and three sets of references Ry, Ro, R3 C Ref, such
that:

((01 <o) V(o < U)) = (01,02 <ocAR; = Rz) (29a)

((02 <o) V(o3 < U)) = (02,03 <o ARy= R3) (29b)
Then it follows that:

((01 <o)V (o3 < 0)) = (01,03 <oAR = Rg) (29¢)

Proof. Assume that o7 < o, it follows from Hypothesis 29a that 0o < o and Ry = Rs. From the fact that
oo < o, we apply Hypothesis 29b to conclude that o3 < ¢ and Ry = R3. Hence, assuming that o1 < o,
we conclude that (01,03 < 0 A Ry = R3). In a similar way, assuming that o3 < o, we conclude that
(01, o3 <o AR = Rg). Therefore, the claim of the lemma holds.

The following two lemmas establish the transitivity and the reflexivity (when S corresponds to the identity
function) of the low equality relation.

Lemma 15 (Transitivity). Given memories 1, po and ps, labelings I't, I's and I'z, a security level o and
two functions P12 and Bag such that:

p, I Ry 0 po, 1o (30a)
pa, 1o~y 0 ps, I3 (30b)

Then it follows that: p1, 11 ~gy50810,0 43,13

Proof. For every reference r € dom(823 o 812), we have to prove that:

{p € dom(u1(r))) | I1(r,p) < o} = {p € dom(us(r”")) | I4(+",p) < o} = P (30c)
11 ()P ~gas0p 13(r")|p (30d)
Iy p =I5l p (30e)
(I(r) <oV I5(r") <o) = (dom(ui(r)) = dom(us(r”)) A Iy (r), I3(r") < o) (30f)

where: 1"/ = 23 0 B12(r). Suppose that r € dom(fa3 o S12), it follows that:
r € dom(f12) (30g)
’I"/ = 512(7’) S dom(ﬂzg) (30}1)

From the Hypothesis 30a and Equation 30g, we conclude that:

{p € dom(p1(r))) | I'i(r,p) < o} = {p € dom(p3(Br2(r)))) | I2(Br2(r),p) < o} = P (301)
pa(r)|pr ~p1y p2(Brz(r))lpr (30)
FllT,P’ - F2|,312(7'),P’ (3Ok)
(11(r) < oV Ta(Bua(r) < o) = (dom(jus(r)) = dom(us()) A 3 (r), Ta(Bus(r)) <o) (301

From the Hypothesis 30b and Equation 30h, we conclude that:

{p € dom(u2(B12(r)))) | I2(Bra2(r),p) < o} = {p € dom(uz(r")) | I3(r",p) <o} =P"  (30m
po(Br2(r))| pr ~pos ps(r” ) pr (

Il ys(r),pr = Lslyor pr (300
(Ra(Br2(r)) < oV Is(r") < o) = (dom(ua(Bi2(r))) = dom(us(r')) A o (Br2(r)), Is3(r') < o) (
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From Equations 30i and 30m, Claim 30c follows by noting that P = P’ = P”. Thus, applying Lemma 12
to Equations 30j and 30n, Claim 30d follows. Claim 30e is an immediate consequence of the fact that
P = P’ = P” and of Equations 30k and 300. Applying Lemma 14 to Equations 301 and 30p, Claim 30f
follows.

Lemma 16 (Reflexivity of ~i4,). For any security level o € L, two consistent memories p and p' and
two labelings I' and I'', such that p < p’ and I' < I, then: p, I =g, 1/, I, where id is the identity function
defined on the domain of .

Proof. One has to prove for every reference r € dom(p) that:

{p € dom(u(r))) | I'(r,p) < o} = {p € dom(p'(r)) | I"(r,p) < o} = P (
u(r)lp ~ia 1'(r)|p (31b
Tlyp=I"p (31c
(I'(r) <oV I'(r) <o) = (dom(u(r)) =dom(y'(r)) AL(r),I"(r) < o) (31d

Since, by hypothesis, p < @’ and r € dom(p), it follows that u(r) = p/(r) and, therefore, dom(u(r)) =
dom(g/(r)). Thus, considering the hypothesis that I" < I, Claim 3la immediately follows. Since P is
defined and p(r) = p/(r), it follows that u(r)|p = p/(r)|p. Moreover, since p is consistent, we get that
w(r)|p € Objlaom(n) = Objldom(iay- Hence, applying Lemma 25, Claim 31b immediately follows. Claim 31c
follows directly from the fact that P is defined and I" < I'V. To prove claim 31d, we note that since pu < p/
and I' < I, it follows that dom(u(r)) = dom(y'(r)) and I'(r) = I"'(r). Hence, either I'(r), I'(r) < ¢ and
dom(u(r)) = dom(p'(r)), or I'(r), I"(r) £ o.

The following three lemmas establish three different sets of conditions that if verified when updating two
memories that are initially low equal, ensure that final memories are also low equal.

Lemma 17 (High Property Update). Given a security level o € L and two consistent memories u and
' respectively labeled by I' and I such that p coincides with ' everywhere except for some reference r and
property p for which o £ I'(r,p) and o £ I''(r,p); then: u,I" =g, p', I".

Lemma 18 (Low-Equality Preserving Property Update/Creation). Given three security levels o, 01,09 €
L, two consistent memories 1 and ps respectively labeled by I'y and I, two references r1,r2 € Ref, two
values vi,v2 € Val and partial injective function on references 3, such that: r1 ~g ro, p1,11 =g,o p2, 13,
and (v1 ~g va A o1 = 03) V 01,09 < 0. Then, it follows that p}, I ~g o ph, Iy, for uy = 1 [(r1,m) — v1],

why = pa [(ra,m) = wval, I = I [(r1,m) — o1], and Ty = ps [(r2,m) — va].

Given an object o € Obj pointed by a reference r in a memory p labeled by I' and a security level

. . I . . d
o € L, the notation o[>l is used for the restriction of o to its low properties. Formally: o|%! <

P = {p € dom(0)|I'(r,p) < o}.

o|p, where

Lemma 19 (Low-Equality Preserving Object Creation). Given a security level o € L, four consistent
memories fi1, [y, e, and ph respectively well-labeled by I, I, Ia, and Iy, two references r1,172 € Ref
respectively free in w1 and pa, , two objects 01,02 € Obj, and a partial injective function [ defined on
Ref, such that: p1,In ~go p2, I, py = p1lri— o1, ph = pari = o01], and 01|11 ~g 09]72:12. Then:
Wi I mp o ph, Iy, where 8/ = BU{(r1,72)}.

Lemma 20. Given a security level o € L and four consistent memories pu1, 1y, p2, and ph respectively
labeled by I, I}, Iy, and I'" and a partial injective function 8 defined on Ref, such that:
p1, I ~idy o i, T4
fi2, Iy Nidy o s I
p1, I ~go p2, I3

Where id; and ids correspond to the identity function defined on the domain of py and the identity function
defined on the domain of s respectively. Then, it follows that: py, I'| =g pb, 5.
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Auxiliar lemmas concerning monitored execution The following lemma states that the reading effect
of an expression is always higher the program counter.

Lemma 21. Given a program s, a memory u, a labeling I', a security level pc and a reference rs such that:
T's,PC F <,U,, 87F> lLIF <:U'/a v, F/70>
for some memory i, value v, labeling I'' and security level o; then: pc < o.

Proof. Straightforward by induction on the derivation of s, pc - (i, s, I') brr (¢, v, I, o).
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