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Abstract- In this paper, we discuss of the classical problem of the reconstruction of natural scenes, but in our case for the non-structured and underwater ones. Using an uncalibrated single camera, we propose to describe a method to firstly, extract robust and stable features based on a multi scale approach, and secondly to reconstruct a 3d projectvie model of the scene. 
I. INTRODUCTION AND PROBLEM STATEMENT

If we have made some real improvments since few years in computer vision and especially dealing with natural scenes with stereo-rig cameras, we still have some problems with non-structured objects such as rocks, or in the case of uncalibrated mono-camera. One of the purpose of the present work is to extract robust informations from unknown natural images. This is a difficult problem and it does not exist a universal method for the moment. It is well known the importance of the low level treatment if we want to reconstruct the scene or if we want to make some visual servoing for example. Moreover, it is not clear that extracted informations are the good ones (i.e. representing a physical aspect of the object).

In our framework, we have images sequences of natural underwater objects such as the hydrothermal chimney shown on the Fig 1. As we can see, several parts can be easily identified by human eye: the ground, the smoke and the hydrothermal chimney. But these images are really complex for many reasons : firstly, they came from a single camera sequence without any knowledge about the external an internal camera parameters and secondly, due to the bad lightning conditions and the real environment (fishes, sand, …) the images are very noisy. 

The only thing we assume is the following one : the main objects are rigid but non structured and they have random textures. Moreover there are many types of motion in the sequence: a rigid one corresponding to the camera motion and an undetermined one in the smoke area. Since one of the objective is to reconstruct 3D rigid structures in the scene, we must find a robust method to extract features corresponding to stable landmarks from the images.

First, we briefly present the main classical and recent methods used in early vision, then, we describe our approach based on multi-scale representation for extracting  the points of interest.
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Fig. 1 : Example of an underwater image : Hydrothermal chminey

Then, we describe the way to improve matching between images using again the images’ pyramid. Finally, we show results on real images.

II. SHORT STATE OF ART

Many approaches have been studied during the last years to deal with natural and often, complex images. We try to reach different goals such as extracting geometric features (corners, interest points or lines) in the image, identifying objects, tracking points along a sequence, modeling scenes, analyzing textures, and so on ... Nowadays, we are able to deal with some complex natural images like satellite or medical ones.

In early vision, we usually extract lines or edges with the Canny-Deriche detector [1] [2], which needs to compute image gradient. Some more recent approaches, using deformable models called ``snakes'' [3], have been explored and give some good results for tracking curves in video sequences. These approaches are based on physical forces models (repulsion, attraction, ...). They require to properly solve the problem of contour chaining which can be difficult in the case of natural noisy images  and for a robotic application can be critical due to the nightly computational cost.

Concerning the corners detectors, many studies have been done [4] [5] [6] [7] [8] [9] [10] which are based either on theorethical representation of a corner, either on second derivatives of the image, either on measures over pixels masks, etc. 

Some recent works lie on  new methods like the resolution of Partial Equation Differential, to restore noisy images and movies [11], or to track deformable objects in video sequences. Techniques based on Markov fields are also used to segment satellites images in differents aeras (urban and peri-urban).  Often, this kind of techniques needs an off line learning step (especially for the textures) to be effective. So the images must have a good ''structure'' to detect textures quite efficiently.

When dealing with video sequences, some authors exploit the motion informations. For example, the optical flow techniques (and all its derivatives like the features tracking [12]) are used to characterize the structure and motion in the scene. Such techniques work well assuming a rigid motion in the scene and a small pixel displacements between two consecutive images in the sequence.

III. OUR APPROACH

As the main purpose of this work is to reconstruct a 3d model of the observed scene, we have to compute the fundamental matrix ; so, it is important to be able to extract good features from images for the matching process. This work of « feature extraction » is difficult in our case due to the lack of structure of the objects contained in the images. So first of all, we need to define the notion of '' quality '' of a landmark. A good landmark must have the following properties:

· it is linked to a rigid object in the scene,

· it must be perceived from different points of view corresponding to different positions of the camera in the scene,

· it must be discriminant enough in order to match two different images correctly,

· from at least two different images of the landmark, we have to be able to handle a projective reconstruction of the landmark.

The first part of our method is a low level processing.  Treatment. While our images are not geometrically structured, edges or lines are not really relevant ; we choose to extract points of interest which represent a local information. To improve this extraction, we use a pyramidal structure for each image. Equally, we show that it is possible to classify the quality of a point in term of robustness with regard to the noise in the image and in term of accuracy in the spatial localization.

A.. Multi-scale representation : images pyramid

Considering images such as Fig. 1, we have decided to build an associated image pyramid. This new structure has two advantages : it is fast to compute and it helps us to choose best robust points.

For each image of the sequence, we build an image pyramid. Let 
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 be the p-th image in the video sequence. We denote 
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 the first level of the pyramid corresponding to the initial image (i.e. at the best resolution). So, a new image at level (k+1) in the pyramid will be defined by:
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where h, g, 
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 and * are respectively a sampling function,  a smooth function (e.g. a gaussian one) and the composition and correlation operators.

The use of a gaussian function guarantees an isotrop smoothing in the image. In practice the gaussian function can be well approximated and eliminates quite well the general noise. Finally, we stop our algorithm when the image size is 64x64 pixels because the signal is too damaged beyond and becomes unusable. The sampling function is simple since we keep one pixel over two. This arbitrary choice doesn't influence the results in practice and is fast to run.

Thus, after that first step, we obtain for one image, an associated pyramid which contains new smooth images while preserving the major characteristics of the signal.

B. Robust interest points

1) Extracting features

Once the pyramids are build for each image, we have to extract the image features. Due to the lack of simple geometric forms (line, spline, …) we choose to extract interest points. We have tested three robust detectors using the method described in [13] : Css [9], Susan [10] and Harris [7]. This one is based on the robustness and the repetability of the detected points to noise, rotation and illumination changes.

We finally choose the Harris detector because of its best general results with our type of images. We remind that it is based on the auto-correlation function : 
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where 
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A point of interest corresponds to the highest singular values and it can be computed using the criterion :
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 then the point is selected as a point of interest. Usually we choose 
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 which corresponds to an approximation of a singular value decomposition of the matrix M.

To robustify the Harris detector reponse with regard to the small perturbations in the image, we have used the following improvement :
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where * is the convolution operator and g the gaussian function. Also, the detector is implemented in an optimal way thanks to the recursively implementation of the gaussian function proposed by Deriche in [2].

We perform the points detection for each level of the pyramid independently. At the end of this step, for each image, we have a pyramid with N levels and N sets of detected points linked to each level.

3) Pyramidal matching

Now, we must select the '' good points '' in the image. To do so, we assume that a '' good point '' must be :

· relevant : it can be detected in several images corresponding to different poses of the camera and different conditions of illumination,

· precisely located : which allows a good location of the corresponding 3D point in the scene.

To satisfy these two requirements, we use a robust matching through the pyramid. On the first hand, the points detected at the highest level of the pyramid are clearly insensitive to the successive smoothing steps, thus they are robust to noise. On the other hand, due to the filtering, they are not precisely localised in the image. If we are able to correctly propagate this set of points through the pyramid to the lower level, we improve their localization and finally, we get the good points. In practice, some cares have to be taken for implementing such an idea

If a point 
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 at the level k is detected, there is at least, one point at the level k-1 which is its correspondant. We can call this property '' injectivity between two points in two successive levels '' and we denote: 
[image: image15.wmf])

(

,

1

,

'

k

j

k

j

p

f

p

=

-


Conversely, a point 
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 has not necessarily a correspondant at the level k.

The matching process lies on a tree representation and, for each point, we apply the following algorithm:

1. initialize the n trees for all the n points of the highest level

2. for each level k
3. for each point 
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· create at the level k-1 a search window of size λ centered in the point (2x,2y)
· add all the previously detected point 
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 in the tree associated to 
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The parameter λ corresponds to the size of the gaussian support used for building the pyramid. 

As output, we obtain at least n trees. For each tree i, the edges from the level k-1 to the level k represent the potential candidates for the point 
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 to the matching, which is based only on a neighborough criteria. 

The structure of the tree helps us in choosing good points. For example, if we have trees which don't have any parents (i.e.: level 0 only), that means these points probably correspond to the global noise in the image, thus assimilated to gaussian noise. On the other hand, if we have a tree of the maximum lenght (N : number of levels in the pyramid) with only one matching at each level, that implies that the point is relevant and precisely located. In fact, real problems occur when the situations are not so ideal. 

So we have to characterize the potential candidates inside the trees to be able to find the good one to be matched. One way would be to use a complex characterization like the grey level invariants of Schmid [14], technique often used in image indexation, but a simpler one is to use the value of the Harris detector we have already computed. As it corresponds to a filtering response, we choose the latter because it is fast and sufficient in our case. Moreover, in the case of repetitive textures, it is wellknown that the invariants are not significant and mismatches can occur. Finally all the points in the trees are matched and labels are propagated through the different levels of the pyramid.

[image: image21.png]



Fig. 2 : Example of pyramidal matching

On the Fig. 2, we present an example of the extracted and matched points within the pyramid with a real image. The green points correspond to robust points because they are detected in all the levels ; so the pyramidal matching gives us the best location in the initial image. Equally, the red points are classified as noise. With this classification, it is possible to add another criteria of relative importance of the point with its highest level of detection, and so create classes of points.

C. Matching and 3D reconstruction

Now, we have extracted robust interest points in all the images, we are interested in the 3d reconstruction. The first step to perform is to match these points between images and the second step will be to compute the fundamental matrix.

1). Matching points

As we use an uncalibrated mono-camera, we don’t know the internal and external parameters. Equally, we have to suppose that the scene is preserved since it is rigid. 

Matching points is a real problem but many techniques exist and we won’t present here a new one. We simply assume that some are better than others to deal with our images and with a reasonnable computation time. 

The main problem in our case is linked to the quantity of points and the unknown movement between images. If we use only methods based on correlation measures, we have a high rate of outliers and moreover, the inliers are not sufficient to compute the fundametal matrix with good precision. The best one, in our case is to use a mixed method : correlation measure and epipolar geometry.

To avoid the problem of outliers, we introduce again the use of the pyramid to match points. The main principle is represented on the Fig. 3. 
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Fig.3 : Algorithm of matching propagation

Before matching all points at the levels 0 of the two images, we only match points at the highest levels of the pyramid. Thus, in one hand we have a very good rate of inliers (near 100%) of robust points, and in the other hand, we can easily match points in the intermediate levels because we have labeled the robust ones (to avoid using them twice). We have a increment matching within the pyramid.

2) Computing fundamental matrix

It is well known that the computation of the fundamental matrix is a difficult practical problem because of it is an ill-conditionned problem. Several methods exist, linear or not.. We will show the real improvment of our algorithm and the important of the tree representation through the pyramid structure.

We briefly recall the fundamental relation between two images. The reader can find more informations in [15]. Considering two images 
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where F is called the fundamental matrix. The geometric interpretation of (3.3) is linked to the epipolar geometry. Once we have estimated F we can easily compute the 3d projective point. Without an autocalibration technique, we cannot compute the 3d euclidean points efficiently.

We have tested several ways to compute the fundamental matrix : linear with the 8-point algorithm [16], Least Median Square, classical non linear one, Ransac implementation (which allows to determine a priori the outliers rate), …

IV. EXPERIMENTS AND RESULTS

A. Using a calibrated stereo rig
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Fig. 4 : Stereo-rig : Extracted with the pyramid

First, to validate our approach based on multi-scale representation, we have used a calibrated stereo rig (we present here results for only one pair of images). Taking two pictures of an unknown object (here, a piece of cork), we compare a classical robust extraction of points with and without the pyramidal classification and perform a robust matching and fundamental matrix computation. As we know the real value of F, we choose the Frobenius norm to compare the quality of the results. 


Number of points extracted (image left vs right)
Number of points matched

Without pyramid
304 / 385
85

With pyramid
192 / 186
64

Table 1 : Results for a calibrated stereo rig : extracting and matching points

On the Tab. 1, we can see that if we use the pyramid, we find less robust points and the number of matched is also fewer than if we don’t use the pyramid. The Tab. 2  presents the Frobenius norm results between estimated fundamental matrix with points matched and the real one. 

Using the pyramid to compute the fundemantal matrix gives very good results : in one hand, the Frobenius norm is about five times smaller when using our approach and in the other hand, to get this result, we need fewer points. Also, the rate of inliers is better than using a classical approach.
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Frobenius Norm
(img left vs right)
Ratio of inliers

Without pyramid
0.00209
0.280 / 0.221

With pyramid
0.00055
0.333 / 0.344

Table 2 : Results for a calibrated stereo rig : Frobenius norm and
 ratio of inliers

B. Results with real images
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Fig. 5 : Extracted points with pyramidal approach, sequence amphorae (images 1 and 6)

On the Fig.5, we present results obtained on two different images of the amphorae sequences. The red points are the robust and matched points at the highest level (here, level 2) and the green ones have been only detected at the lowest level , so they are considered as noise.

In the case of small displacements, it is quite impossible to estimate the fundamental matrix, but we can estimate the homography matrix. In this example, the homography matrix estimated is the following one :
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We have compared this result with those obtained with robust tracking methods nad we find the same heomgraphy matrix. But due to the robust selection of points, we use 50% points left. The real problem is linked to the noise contained on the data, in fact, it is possible to compute a fundametal matrix which is false. It is difficult to find an automatic criteria to choose which matrix we have to estimate

C. Results with noisy images

We present in this part an extension of this work in the case of very noisy images where the classical methods are completly inefficient. Even our approach shows its limitation. So we have decided to apply a histogram equalization before building the pyramid and extracting points. Note that this step can be done in real time. A result of such process can be observed on the Titanic images on Fig. 6.

Fig. 6 : Example of preprocessing treatment on Titanic image

Nevertheless, it is clear we add some new noise by applying this equalisation, but the srtucture of the scene is still preserved and more visible, so our algorithms can be used with more success. The principle of the pyramidal structure eliminates a large amount of this new noise just added in the different levels of the pyramid. It is then possible to find good points.

Fig. 7 : Results of extraction points and classification with and without the histogram equalisation

As we can oberve on the Fig. 7 and on the Tab. 3, the preprocessing step is really important and improves the results.

Nb Harris points
Without histogram
With histogram

Level 0
3
125

Level 1
0
19

Level 2
0
6

Table 3 : Results fo Titanic images

Even if have only six good points, we are sure they satisfy the constraints of localization and robustness to noise. But also, we can use a non linear algorithm to compute the fundamental matrix and these points to initialize the algorithm..

If we want to use this method in a vision based control scheme, we must have real-time algorithms. Note that our methodology runs fast even if we don’t use specific code for real-time implementation and specific hardware too. The benches we give in the Tab. 4 are done with a pair of gray-level images (size : 256x256), running on traditionnal PC (PII/450MHz) under Linux.

Build Pyramid
0.3 sec.

Harris Detecor
0.76 sec.

Pyramidal Matching.
0.02 sec

Matching images
0.17 sec.

F estimation
0.9sec

Table 4 : Benches

V. CONCLUSION AND FUTURE WORK

We have presented in this paper a methodology to extract robust points in noisy, difficult and unknown natural images taken with an uncalibrated mono-camera. The method we have described is based on a multi-scale representation of the images and a classification of the detected points. The second part of this work is based on the 3d reconstruction or movement evaluation. We have shown that it is possible to raffine correct matches using again the pyramid and the propagation matching technique. The results we have obtained on real images, show that our approach is really efficient. In one hand, we are able to extract and classify points and in the other hand, using these robust points we can compute a fundamental matrix with a high degree of confidence, even with a few number of points. We have shown, too, that in the case of very noisy images, it is more advisable to use our approach than classical ones by using a preprocess treatment.

We are now interested in the matching problem in the case of high displacements, and we want to introduce some spatial constraints between points to simulate the rigidity of he scene to improve the quality of matching.
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