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No escape

We have to collaborate !

X. Vigouroux — Director of CEPP
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Atos in the top500

# 1 New installations in Europe

# 1 New computing power in Europe

# 3 Installed Computing power in Europe

# 4 New computing power in the world

Ref: list #45
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» Context




Rank 1 - evolution
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Rank 350- evolution

Tflop/s Pflop/s
Jun'97 Jun'08 Jun'15 Nov'19

1,E+09 |
Rpeak
1,E+08 Extrap Peak (full)
— — — Extrap Peak (post 33)
Rmax )
1,E+07 Extrap Max (full) T
Extrap Max (post 33) L -7
1,E+06 = T
| F
“\A
¢) 1E+05 /
O 1E+04 IS o
(D 1,E+03 S Ay =2
=g /
1E+02 == /
1,E+01 / A
1,E+00 |2

0 10 50

ﬁ)pSOO Si)ist nur;;ber

7 | 9/23/2015| | © For internal use
GBU | Big Data and Security | HPC



[freq] x [#flop/cycle] x [#cores]



CPU frequency

mean in top500
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Frequency and power CONSUMPTION

CPU Power (W)

Core Voltage (V)
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[freq] x [#flop/cycle] x [#cores]
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Exaflops/s target: 20MW and 50000Mflops/W
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Best Mflops/W
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Exaflops/s target (list #54) : 50000Mflops/W

| 9/23/2015| | © For internal use
GBU | Big Data and Security | HPC



Architectures become more complex

The discipline of computing: an experimental science

The reality of computer science
- Information
- Computers, networks, algorithms, programs, etc.

Studied objects (hardware, programs, data, protocols, algorithms,
networks) are more and more complex

Modern infrastructures
» Processors have very nice features: caches, hyperthreading, multi-core

» Operating system impacts the performance
(process scheduling, socket implementation, etc.)
» The runtime environment plays a role
(MPICH # OPENMPI)

» Middleware have an impact

» Various parallel architectures that can be
heterogeneous, hierarchical, distributed, dynamic

l V2X77 DM | Desprez - InMex2015@UNAM

03/06/15 -

14
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A very quick summary

‘95 - '05 | Aft. '05

| 9/23/2015]| | © For internal use Article suggestion: http://herbsutter.com/welcome-to-the-jungle/
GBU | Big Data and Security | HPC Nutrient broth : bouillon de culture




16

%
e}

Some PeOPLE J(L""k StS exclalm

( ureka';

<) g
] 94
When (Jo‘inq experi’ments

U“*j e way more, (kely (o s2y...

60“0c|<§ ‘
{ \,‘ ‘ l gn
A iies\ _j:E!!El
Stepid Piece- 1 L\a

og crap machine]

‘5" =
{5 fedoodles . com




Impact on Constructors

» Software
RESUItS — Application, Libraries

— Run-time, OS

» CPU
— lithography
— Idle vs loaded

» Node Design

» Transformation

- PSU
» Cooling IN NODE
= (Clellig OUT OF NODE
» Transformation

— AC DC,

W (or §) e

» Transport
» Generation
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Adiabatic Cooling

Moyenne annuelle du nombre d'heures d'apparition des températures
sur la base des données 2007 a 2012 (5 an 1/2)
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Cooling capacity 108 kW
Power consumption 2,8 kW
Water used (estim. h/year) 472
Water used (estim. m?3) 53

PUE 1.18
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Open platform designed for the
long-term

Integrate current and future
technologies

Multiple types of compute
nodes

(CPUs, GPUs, HPC accelerators)

Scales up to tens of thousands of
nodes

Large building blocks to
facilitate scaling

Embedding the fastest
interconnects

Ultra-energy efficient
Enhanced DLC

Integrated Modulable

COProcessors

Interconnects




» HDEEM

High Definition Energy Efficiency Monitoring

TECHNISCHE
@ UNIVERSITA
DRESDEN




Motivations

COMPUTE POWER
PERFORMANCE CONSUMPTION
(flops/s) (W.h)
« Applications are written for * Becomes an increasing budget
compute performance « Will be charged on end users
e Tools are seeking performance « Is a strict constraint for Iarge
issues (host spot, idle time) systems

« Unit: core.hour + Unit: flops/Watt

HDEEM MERGES THE BOTH WORLDS

Precise metrics in performance AND power consomption
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Good optimization needs Goode metrics

...Good metrics

Requires

Accurate
Swift
Non-intrusive
Probes
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Sample precision
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Sample rate
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1000 samples/s at blade level
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See the difference !
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Tool stack

A User

Tools Appli. libs System /

Policy

Se]BREIN

Accurate, swift, non intrusive Probes
]

Hardware (cpu, chipset, ...)
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Policies comparison

watt |

Fastest

Ecolmpact

time
Renewable Source

Off-peak hours

Interesting paper: “"Sesames: a smart-Grid Based
Framework for consuming less and better in Extrem-Scale Aws
Infrastructures” - M. El Mehdi Diouri, O. Glick, L. Lefévre
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Impact on Constructors

» Software
RESUItS — Application, Libraries

— Run-time, OS

» CPU
— lithography
— Idle vs loaded

» Node Design

» Transformation

- PSU
» Cooling IN NODE
= (Clellig OUT OF NODE
» Transformation

— AC DC,

W (or $) |, .

» Transport
» Generation
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center for
excellence in parallel
programming

-
o



Users questions

» How I get the best from my computing resource?
— Do I use the best algorithms, the best solvers, ...?
— What is the best hardware for my case?
— Am I using the best runtime conditions?

» How I get the best from my computing resource?
— What modification should I anticipate?
— What are the technology trends and impacts?
— Will T be able to reach my future goals?

» How I get the best from my computing resource?
— Discussion with experts, Continuous interactions, Tailored trainings

— “Brown bag” sessions, Access to computing resources, Creation of funded
specific projects
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Preparing applications for exascale

» Exascale is disruptive
— Hardware architecture
— Resource and data concurrency
— Energy efficiency

» The Center for excellence in parallel
programming reengineers existing
applications to make the most of
exascale

— Optimization on extreme scale
architectures

— Resilience
— Management

32 ‘BU&



Project and Service Map

Projects (National or European)

PhD Funding

Hardware Access w/ Single point of Contact

Application performance projection
1

Fast Start

Trainings

POC

>
Days Weeks Months Years Duration
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PhD in Scientific domains

» CEPP:
— fund PhD theses
— bring the performance expertise to researchers
» Case: “inverse docking”
— find active sites on thousands of molecules for a given ligand

Runs/day

40
30
20
10

Before Optimized
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Q4/14] Gromacs on

» Goal:

— Demonstrate GROMACS
improvement on K80

— Demonstrate CEPP expertise to
get this performance

It

fes simulations and energy minimization. GROMACS Is
and GROMACS developers collaborathve work and
Up 10 the K40 relese, The CIPP of Bull presents
Jevator.

CRESTA VIRUS
GROMACS Is am engine dynamics and energy GROMACS Is 3 e
already GPU accelerated thanks 1o peevious Nvidia and GROMACS developers collaborative work and g
shown great results with Tesls Kepler-bated GPU up 10 the K40 relesse. The CIPP of Bull presents
imgeovements obtained thanks to the Tesla K30 accelerator.

WATER WATER
Inanoseconds per day: higher Is better) and energy
Becond: lower i better) without and with oxcelerotors.

Jop of columas.

oy Jpsempvion,
EPU nodes (6.9 ns/day vs. 8.2 ra/day)

Comparison of the performances (left, in simulated nonoseconds per day: higher Is better) ond energy
consumption (right, in Mego Joule per simutoted ranasecond: kower i Detter) without and with cxcelerceors.
Rotio compared 10 CPU-0nly case results are ghven o top of cokumns

i 2 K80, foe & kowar energy consumption,

using “IMEM 2505, M 875)°
o 2K80 increases the performances of 2 KA0 by S6% for & lower energy consumption.

Soectinon

Roan are pertormes wish el socket iy Becge €

with Wi K80 cotesimmcn. The tade i compded thasks 1o gec 44 03/
(comphed oaly Wi —enabie-sted). We Use CUDA 6.5 903 CUDA Griver warson is 340,29, Folowing Nwcks res p-Evnenwtl Moskd N3

Process Service and GIU Booer e used 1 get best performances.

e priesest resats from the Waser bones 009 Beachmark (utng &

Frmeare (VOS] set & 5021 18 00,6 and 8021 18.00.02. Here

atics). The enerfy conaumpmnen s pves 1a

O3 800 BrOVRD by e WPErAKTD COnoMr A 5301 (48 umutad GPUS Ire UnGhIEEed Suring The messirement

cost. using “IMEM 2505, SM 475)"

consumes power, that expl

"5 energy

www.bullcom Benjamin Paot & Georges-Emmanuel Mowtard
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[Q4/14] NEMO modernization

» Goal:

— modify NEMO to increase performance on Xeon

— Make NEMO Xeon Phi ready

PR R

mr

OPTIMIZING AND MODERNIZING NEMO
Code modernization in climatology

LOOP1

normalize time of loop

LOOP2 LOOP4 LOOP5 LOOP6

mVO(CPU) ® Vopt (CPU) = Vopt(PHI)

LOOP7

LOOPS8
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H2020

» ESCAPE
Numerical Weather production
“dwarfs”.

» EsiWace
Center of Excellence in NWP
with DKRZ

» Jetpass
with Meteo France. Student
hosting (6PM)
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Future of CEPP

» Today » Benefit for Atos:
— in Grenoble — relying on local skills
— as many topic as possible — starting local projects

» Tomorrow

— Several CEPP sites » Benefit for « local site »:
— On user sites — early access to technologies
— collaborating on specific topics — relying on Grenoble skills

» For instance
— Large memory
— Oil and Gas
— Life Science
— Chemistry
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Questions
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