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The problem

Let f,g two univariate polynomials aznd R(f, g) their resultant. We
want to compute two polynomials f* and g* such that for all
polynomial u,v such that R(u, v) = 0 we have :

1 =15+ llg — "Il < |If — ull3+|lg — v = F(f. g u,v).

Remark The distance F(f, g; f*,g*) is greater than the distance of
the Sylvester matrix to the variety of the singular matrix.
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Let
f:x2—6X+5,g:X2_6'3X+5'72
then

f* = 0.985x% — 6.0029x + 4.9994, g* = 1.015x? — 6.2971x + 5.7206
and

F(f,g:f*,g") = 0.0305.

But
dist(S(f,g),X) = omin = 0.1052 < F(f,g; ", g").
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A theoretical computation of the distance from a

point to an algebraic hypersurface 1

J.P Dedieu, X. Gourdon, J.-C. Yak. (1995)
Let x € C"and V = {z : R(z) =0} and degree(R) = d. Let

2N _1 d
RM(z) = T Rwz) =Y RM(2), w=e™/N,
j=0 k=0

where the R,EN](Z)'S are homogeneous polynomial of degree 2Vk. Let
pn the first positive root of the polynomial:

N
|RM(x) ZIIR[ OSIE

where |R,[<N](z)|| are the sum of absolute value of the coefficients.
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A theoretical computation of the distance from a

point to an algebraic hypersurface 2

Then we have

pi " < distance(x, V) < cnpd

where

2—N
1 2N -1
Cn:(m\/( +n1 )) — 1lwhen N — o0
R n_
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A theoretical computation of the distance from a

point to an algebraic hypersurface 3

But the number of coefficients of each homogeneous polynomials
FM(z) is
k
n+2Nk -1
n—1

. Consequently the complexity of the computation is too huge to
perform efficiently the distance computation.

Cheze-Yakoubsohn () Distance to the Resultant Variety 19-21 Novembre 2007 6 /11



Problem Formulation

Let an hypersurface V = {z : R(z) = 0} with degree(F) = d and a
point x € C". We consider the minimization problem
. 2
— 1
min Iy = x| (1
The first order necessary condition for a regular point x* € V to be a
local minimum of 1 is there exist A S.t. :
x*—x+ AVR(x*) =0, (CO1)
The second order necessary condition is the matrix
/ =+ HR(X*)

semi-definite on the tangent plane T,.V.
The second order sufficient for a regular point x* which satisfies C01
to be a strict local minimum of 1 is

/ + HR(X*)

DO 3 [) e
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Tir and Projection Algorithm 1

Q Inputs x e K", up € 5", ¢ >0
© compute \g € K such that
|Xo| = min{|A| : go()) := R(x + Aug) = 0}.
O Put xg = x+ Aol
Q Stepk>1: Ietuk:%
@ compute A\x € K such that
|IAk] = min{|A| © gk(A) := R(x + Aux) = 0}
Q Put x, = x + A\uy.
Q If ||xk — xxk_1|| < €, stop, else k =k +1
© Output x
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Tir and Projection Local Algorithm 2

X
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Tir and Projection Global Algorithm 2

AN
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Convergence of Tir and Projection Local Algorithm

-theorem
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Convergence of Tir and Projection Local Algorithm
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