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Abstract

We presenta simple methodfor performingreal-time
collision detectionin a virtual surgery ervironment. The
methodeliesonthegraphicshardware for testingtheinter-
penetation betweera virtual deformableorgananda rigid
tool controlled by the user Themethodenabledo take into
accountthemotionof thetool betweenwo consecutivéime
steps. For our specificapplication, the new methodruns
abouta hundredtimesfasterthanthewell knownoriented-
bounding-boxereemethod5].

Keywords: Collision detection,Virtual Reality,
Physically-basedimulation,Graphicshardware.

1. Introduction

Collision detectionis consideredas a major computa-

tional bottleneckof physically-basedanimation systems.

The problemis still more difficult to solve whenthe sim-
ulatedobjectsare non-covex andwhenthey deformover
time. This paperfocuseson the specificcaseof collision

detectiorfor asugerysimulatoraimedattrainingsurgeons

atminimally invasive techniquegie. laparoscop).
1.1. Virtual surgery

Non-invasive sumery is rapidly expending, since it
greatly reducesoperatingtime and morbidity. In particu-
lar, hepatidaparoscop consistsn introducingseveraltools
andanopticfiber supportinga micro-camerahroughsmall
openingscutinto the patients abdomenThe suigeon,who
hasto cutandto remove the pathologicregionsof theliver,
only visualizesthe operationontoa screenLearningto co-
ordinatethemotionof thetoolsin theseconditionsis avery

TIMAGIS is ajoint projectof CNRS, INRIA, Institut National Poly-
techniquede GrenobleandUniversitéJosept-ourier

Marie-RPauleCaniandFabriceNeyret
IMAGIST-GRAVIR / IMAG
BP 53,38041Grenoblecedex 09, France
Marie-Paule.Cani@imag.fiFabrice.Ngret@imag.fr

difficult task.Figure1 showvs a typical tool usedfor laparo-
scopicsumgery and a view of the control screenduring an
operation.

Figure 1. A minimall y invasive surgery tool
(top). View from the contr ol screen (bottom).

The aim of sugery simulatorsis to offer a platformen-
ablingthe sugeonso practiceon virtual patientsthusget-
ting rid of financialandethical problemsrisenby training
onliving animalsor on cadaers.

Virtual surgery brings a numberof difficulties: It re-
quiresboththeabilitiesto interactin real-timewith thevir-
tual organsthrougha force-feedbacklevice andto perform



areal-timevisualizationof thedeformationsMoreover, the

computedmagesshouldincludeasmuchvisualrealismas
possible(texture of the organs,speculareffectsdueto the

optic fiber light, etc). In this contet, thetime thatremains
for performingcollision detectionat eachsimulationstep
is extremely small. The remainderof this paperfocuses
on this specificaspectof the problem. This work is a part

of awider project thatstudiesall the aspectof the prob-

lem, including real-timedeformablemodelsdevotedto the

physically-basedimulationof the organs[3].

1.2. Collision detection techniques

Dueto its wide rangeof applicationscollision detection
betweengeometricmodelshave beenstudiedfor yearsin
variousfieldssuchasCAD/CAM, manufcturing,robaotics,
simulation,andcomputernimation.Thesolutionsvary ac-
cordingto the geometriaepresentationf the colliding ob-
jectsandto the type of querythealgorithmshouldsupport.
Forinstancesoftwaresthatmaintainthe minimal Euclidean
distancebetweenthe modelsare often requiredin motion
planningapplication.

In our backgroundof a sumgery simulator we are in-
terestednto methodghat detectinterpenetrationbetween
polygonalmodels,sincethe latter are the mostcorvenient
for real-timerendering. We do not needto know the Eu-
clideandistancebetweennon-colliding objects. However,
whena collision occurs the preciseknowledgeof theinter-
sectionregion is neededsinceit will allow a precisecom-
putationof subsequerdeformationsandof responséorces.

Mostof thepreviouswork in collision detectiorbetween
polygonal models has focusedon algorithmsfor convex
polyhedrg[l, 8]. Thesealgorithms,basedon specificdata-
structuredor finding the closestfeaturesof a pair of poly-
hedra,exploit temporaland geometricalcoherenceaduring
ananimation. They arevery efficient: the algorithmin [8]
runsin roughlyconstantime evenwhentheclosesfeatures
change.However, they are not applicablein the caseof a
suigery simulator sinceorgansare generallynon-corvex,
anddeformovertime.

Amongthe collision detectionrmethodghatareapplica-
ble to moregeneralpolygonalmodels[10, 2, 12, 4, 11, 13,
5, 7], almostall of theoptimizationsrely onapre-computed
hierarchyof boundingvolumes. The solutionsrangefrom
axis-alignedoxtrees spherdreeq12, 11, 7], or BSPtrees,
to more specificdatastructureq2]. All thesetechniques,
which performvery efficient rejectiontests,may consider
ably slow down whenobjectsarevery close,ie. whenthe
boundingvolumeshave multiple intersections Amongthe
recentapproachefor finding boundingvolumesthattighter
fit the objects geometry Gottschalk[5] obtainsvery good

Ihttp://wwwinria.fr/epidauréAlSIM

resultsby usinghierarchiesof orientedboundingboxesin-
steadf axis-alignedoxes.Sections will compareournewn
methodwith the public domainsoftware packageRAPID
thatimplementghis technique.

A lastissuein collision detectionis the ability to per
form dynamicratherthan static detection[10, 4]: moving
objectsmay interpenetratéetweenconsecutie time steps,
so the intersectionsshould be computedbetweenthe 4D
volumesthatrepresenthe solids’ trajectoriesduringatime
stepratherthanbetweerstaticinstance®f thesolids.In the
context of alarge environmentwith lots of moving objects,
usingspace-timéoundsontheobjects motionmayleadto
thequickrejectionof anumberof intersectiortesty9, 6, 7].

In previous works on laparoscopicsuigery [3], a dy-
namic collision detectionwas performedby testingfor an
intersectiorbetweenthe sggmenttraversedby the tool ex-
tremity during a time stepand the polygonalmeshrepre-
sentingthe organ. A bucket data-structuraiscretizingthe
organ’s boundingbox, and storinglocal lists of polygons,
wasusedo optimizethistest.Real-timeperformancewsere
obtainedwith a sceneconsistingin anorganandtwo tools,
when no updateof the bucket data-structurevas needed.
However, eachtool wasmodeledasasinglepoint,whichre-
sultedinto possiblepenetrationsf thebodyof thetoolsinto
the organwhenanunexperimentediserwastrying to posi-
tion them. Moreover, consideringno updateof the bucket
structurewasveryrestrictive concerninghepossibledefor
mationsof the organ.

1.3. Overview

In the context of sugerysimulation,the collision detec-
tion problemis enhancedy the non-corvexity of mostof
the organs,andby the factthey deformover time. These
deformationsare far from negligible : laparoscop typi-
cally involveslarge scaledeformationsand even topologi-
cal changesn thestructureof theliver sincesomepartsare
cut down andremoved. In this contet, spendingtime for
pre-computingcomplex boundingvolumesdoesnot seem
adequatesincethis computatiorwill needto beredoneat
eachtime step.

A secondpoint is that, evenif the numberof colliding
objectsremainssmall (usually: anorganof interestandfew
suigical tools),objectsusuallystayin very closeconfigura-
tions. Collisionsor contactamayoccurat almosteachtime
step,sincethe suigeonusesthetoolsto manipulatethe vir-
tual organ. Basically whaterer the method,anintersection
testbetweereachtool andthe organwill beneedecat each
time step.

Thirdly, collisions needto be detectedeven during a
fastmotionof thetools,otherwiseincorrectresponséorces
would fed backto theuser Sousingdynamicdetectionat
leastfor thetools motionseemsndispensable.



Fortunately the sum of featuresof the problem ease
its resolution: only one of the objects(the organ) hasa
comple shapesincethetoolsusedin non-irvasive sugery
can be representedy thin and long cylinders (see Fig-
ure 1(a)). Moreover, the tools have a constrainedmotion
sincethey enterinto the patients abdomenthroughsmall
circular openings. Thesetwo propertiesenableus to take
benefitsof the graphicshardwarefor detectingcollisionsin
realtime.

The remainderof this paperdevelopsasfollows: Sec-
tion 2 explainshow the graphicshardwaremay bring a so-
lution to our problem. Section3 givesa methodfor per
forming static collision detectionbetweena tool and the
polygonalmodelof an organ. This methodis extendedin
Section4 in orderto take the dynamicmotion of the tool
into account.Section5 presentsur results,includinga nu-
mericalcomparisorof computationatimeswith the public
domainsoftwareRAPID.

2. Collision detection with the graphics hard-
ware

Ouraimis to find areal-timecollision detectiormethod
thatallows usto take thewholetool into accountinsteadof
justconsideringts extremity. Detectingacollision between
two objectsbasically consistsin testingif the volume of
thefirst one(ie. thetool, which hasquite a simpleshape),
intersectghe secondone. This processs very closeto a
scenevisualizationprocessin thelatter, theuserspecifiesa
viewing volume(or frustunj, characterizetby thelocation,
orientationandprojectionof acamerathen,thefirst partof
the visualizationprocessconsistsin clipping all the scene
polygonsaccordingto this frustum,in orderto renderonly
the intersectionbetweerthe sceneobjectsandthe viewing
volume. Specializedgraphicshardware usually performs
thisvery efficiently.

Thus,the basicideaof our methodis to specifya view-
ing volumecorrespondingo thetool shapgor alternatvely
to thevolumecoveredby thetool betweertwo consecutie
time steps).We usethe hardwareto “render” the main ob-
ject (the organ) relatively to this “camera”. If nothingis
visible, thenthereis no collision. Otherwisewe cangetthe
partof the objectthatthetool intersects.

Several problemsoccur: firstly, the tool shapeis not as
simpleasusualviewing volumes.Secondlywe don’t want
to get animage, but we needmeaningfulinformationin-
stead.More precisely we would lik e to know which object

facesareinvolvesin a collision, and at which coordinates.

The OpenGLlgraphiclibrary providesfeatureghatwill al-
low usto model our problemin theseterms. We review
themin thenext sections.

2.1. Viewing volumes

The most common frustum provided by OpenGlare
thosedefinedby anorthographiaccameraandby a perspec-
tive cameraln bothcasesyiewing volumesarehexahedra,
respectrely aboxandatruncatedoyramid,specifiedoy six
scalarvalues(seeFigure?2).

Moreover, the usermay add extra clipping planesfor
furtherrestrictingof the viewing volume,usinggl C i p-
Pl ane() . All theversionsof OpenGLcantreatatleastsix
extra planesso the viewing volumecanbe setto a dodec-
ahedron. However, we mustkeepin mind that efficiency
decreasesachtime anextraclipping planeis added.

2.2. Picking

The regular visualizationprocesss divided into a geo-
metrical partanda rasterizationpart. The geometricapart
corvertsall the coordinatesf the scenepolygonsinto the
cameracoordinatesystem,clips all the facesrelatively to
the viewing volume, and achievesthe orthographicor the
perspectie projectionin orderto get screencoordinates.
The rasterizationpart transformsthe remaining2D trian-
glesinto pixels,takingcareof the depthby usinga Z-buffer
in additionto the color buffer.

Computingthe first part of the processs suficient for
the applicationsthat only requiremeaningfulinformations
aboutvisible partsof the scene. A typical exampleis the
picking featurein 3D interaction: a 3D modelerneedsto
know which objector faceis just belov the mouse,in or-
derto operateon it whenthe userclicks. If severalobjects
projecton the samepixel, it canbe usefulto know each
of them. In 3D paint systems,the programrather needs
to know the texture coordinatecorrespondingo the pixel
whichis belov themouse.

OpenGLlprovides two picking modes, that may be
selected alternatvely to the usual rendering mode
GL_RENDER thanksto the function gl Render Mode() .
For thesetwo modes ho rasterizatioris performed.More-
over, costly operationssuchaslighting are usually turned
off. The picking modesdiffer from the informationsthey
give back:

e the selectmode G._SELECT provides information
aboutthe visible groupsof faces. A group nameis
given using gl PushNarne() before eachgroup of
facesdrawing, andOpenGlLfills anarray(providedby
gl Sel ect Buf f er () ) duringthe geometricpassof
rendering,writing an entry per group that appearsn
theviewing volume. Thusonecanknow thefacesthat
appeamon screenlf thewindow hasbeenreducedo a
single pixel aroundthe mouse onegetsthe facesthat
appearbelov the mouse. If the camerageometryhas
beensetin orderto specifya givenviewing volume,



viewing volume

far clipping plane

Figure 2. (a) The OpenGlorthographic camera (left) and the OpenGLperspective camera (right). The
viewing volumes, whic h are either a box or a truncated pyramid, are characteriz ed by the distances
to the far and near clipping planes and by the two inter vals [left,right] and [top,bottom] whic h define

their section in the near clipping plane.

one getsthe facesthat intersectthis viewing volume.
Eachentry containssomeextra information, e.g. the
z min andmaxinsidethe group,which canbe usedto
sortor choosebetweemmultiple answers.

o thefeedbak modeG._FEEDBACK providesextended
informationaboutthe transformedandclippedscene.
Basically all the produceddata can retrieved. The
programmerindicateswhich kind of information he
is interestedn (positions,normals,colors,texture co-
ordinates,...), and provides an array with gl Feed-
backBuf f er () thatis filled by OpenGLduringthe
geometricalrenderingpass. In the sameway that
above, the scenemay be clipped to a 1 pixel size
window aroundthe mouse,in orderto get the geo-
metric datacorrespondingo the mouselocation. A
namingmechanismsimilar to the previous one,using
gl PassThr ough() , allowsto getin additionthein-
formation of the faces(or groupsof faces)numbers
appearingn theviewing volume.

Since hardware is usedto computetransformationsand
clipping, and since no rasterizationis performed(which
meansthat almostall interpolationsare suppressed)oth
picking processearepatrticularlyefficient.

3. Static Collision Detection

Laparoscopicsumgery tools can be seenas cylinders of
constantsections and of varying length, since user may
pull or pushthemmoreor lesswidely into the patients ab-
domen.In theremaindetrof the paper we call P4 thefixed
pointwherethe axis of atool starts(Py is the centerof the
smallopeningthetool passeshrough),andP theextremity
of thetool. Staticcollision detectionbetweeratool andthe

polygonalmeshrepresentinghe organ can easily be per
formedby associatinganorthographiaccamerao thetool.

The camerais positionedat point Py andthe viewing
directionis setto (Pg, P), thanksto the function gl u-
LookAt () . Nearandfar parameterarerespectiely set
to 0 andto ||P — Pol|. The tool sectionis takeninto ac-
countby settingthe left, right, top andbottom parameters
of thecameraaccordingo theshapeof therealtool extrem-
ity. Thecorrespondingodeis:

gl Matri xMbde (GL_PRQIECTI ON);
gl Loadl dentity ();

/1 conmpute distance between
/1 far and near clipping planes
I = norm P-Po);

/1 push the orthographic canera on
/1 projection matrix stack
glOrtho(-s,s, -s,s, 0, 1);

gl Matri xMode (G._MODELVI EW ;

gl Loadl dentity ();

/1 nmove the canera to set eye at Po
/1 and | ooking at P

gl uLookAt (Po[ 0], Po[1], Po[2],
P[O], P[1], P[2],
up[ O], up[2], up[1]);
/1 redraw the scene with sone gl Nanes
/'l pushed
redraw() ;

For our application, we simply want to detectwhich
facesof theliver arein contactwith the tool. Thuswe use
the selectpicking mode,with onedifferentprimitive name
perliver face: eachgl Begi n( G._TRI ANGLES) is pre-
cededby gl LoadNane(t) wheret isthetrianglenumber
At theendof therenderingthefirst row of the selectarray



containsthe numberof hit triangles,thenfor eachtriangle
items consistingin the z min and max andthe facenum-
ber The exactcoordinatesf theintersectionpointscould
be obtainedusingthefeedba& mode.

4. Taking the motion of the tool into account

The simple solution presentedn the previous section
teststhe collision betweena static positionof the tool and
theorganatagiventime step.Thissuffersfrom theclassical
flaws of time discretizationif theuserhandsmove quickly,
thetool maydeeplypenetrateénsidethe organbeforebeing
repulsedIt mayevencrossathin partof the organwithout
ary collision beingdetected.

Po [=]

Figure 3. Tool movement between two simu-
lation steps.

In orderto avoid theseclassicalproblems,we present
an extensionwhich takesinto accountthe volume covered
by thetool during a time step(we still neglectthedynamic
deformationsof the organduring this time period). In our
model, the tool goesthroughthe patients abdominalwall
atthefixedpoint Py, andis ableto slide throughthis point,
soits length variesover time. We assumehat the active
extremity of thetool follows a straightline trajectoryfrom
P to P’. The areacoveredby the axis of the tool is thus
the triangle Po, P, P’ (seeFigure 3). Sincethetool may
beseemsa cylinder of radiuss, thevolumecoveredby the
tool during the time-intenal is obtainedby enlaging and
thickeningthe triangle by the distances. It is thusanhex-
ahedronasshown in Figure4. As in the previous section,
ouraimis to modelthis volumeusingOpenGLcamerasand
clipping planes.

The simplestway to do this consistsin usingan ortho-
graphicprojection,which parallelepipediziewing volume
correspondgo the boundingbox of the hexahedron(see
Figure5): bottomandtop, nearandfar correspondo the
hexahedron;two extra clipping planesare usedto model
the sidesPoP andPoP’. However, this naive construc-
tion hassomeflaws. For instancetheorthographiaviewing

Figure 4. Volume covered by the tool during a
time inter val.

or t hogr aphi ¢
clipping area

Figure 5. Naive approach using an ortho-
graphic camera.

volumewill be excessiely largewhenPP” is far from or-
thogonalto PoP (seeFigure6). The consequences that
alot of faceswill beaccepteduringthe clipping with the
frustum, and rejectedlater during clipping with the user
definedclipping-planes.This increaseghe cost, sincethe
latteris more computationallyintensie thanclipping with
the canonicaliewing volume.

Thus, we constructthe test-wlume using OpenGLin a
more complex way, in orderto useintermediaryvolumes
that are as small as possible. Our constructionis based
on a perspeciie viewing volume whoseconefollows the
sggmentsPoP and PoP’, asshaowvn in Figure7. This is
done by settingthe cameraaxes to PP’ for the z axis,
PoP’ x PP for the y axis,and PP’ x (PoP’ x PoP)
for the z axis. As previously, the triangleis enlagedon
eachside by the tool sections. We setthe (top, bottom,)
interval in the nearclipping planeto 2s. Sincethe camera
is a perspectie camerawe have to addtwo extra clipping
planesin orderto limit the vertical extent of the volumeto



Figure 6. Configuration where the viewing vol-
ume is much too large before the addition of
the two extra clipping planes.
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Figure 7. (x,z) plane of the perspective camera

2s everywhere(seeFigure8).
To setthe cameréto this configuration the eye position
E mustbe computedrom the pointsPq, P, P’. Let u be:

PP’
u=
PP’

We useit to settheleft andright limits of the viewing vol-
umein thenearandfar clipping planes:

Por =Pp — su
Por = Pg + su
P,=P-su
P. =P +su

FromThalestheoremwe get:

|EPoil _ [EPoc]l _ [PorPorl
[EP ~ [P T PP

y+S
y-S
Po
F
7
e ]
~ ~
ZZZ7N

vom
n
N

Figure 8. Reducing the viewing volume with
clip planes

Thisyields:

|IPorPor||

E =Pg —
PP — [[PoiPor|

PoP,

Thuswe setthe OpenGLperspectie camergparametero:
L=EPg -u
R=L+2s

N = |EPo — Lu|
F = |EP, — (EP, - u)u]

T =+s
B=-s
We finally addthe two extra clipping planesy = —s and

y = s depictedin Figure 8. This leadsto the follow-
ing pseudo-codewheref i xed is Py, ol dPos is P, and
newPos is P’

gl Matri xMode (G._PRQIECTI ON);
gl Loadl dentity ();
u = (newPos - ol dPos)

/ nor m( newPos- ol dPos) ;

POl = fixed - s*u; POr = fixed + s*u;
Pl = oldPos - s*u; Pr = newPos + s*u;
E = POl ;

E -= norm( POl - POr)

[(norm(Pl - Pr) - 2*s) * (Pl - POl);
dot (POl -E, u); R = L+2*s;

-s; T = s;

ear = norm (POl -E - L*u);

ar = norm (Pl -E - dot(Pl-E u)*u);

/1 define the projection

gl FrustumL, R, B, T, near, far);
gl Matri xMode (GL_MODELVI EW ;

gl Loadl dentity ();

/1 clipping planes have to be placed in
/1 MODELVIEW matrix, but we define them



[/l if canmera referential, so define them
/1 BEFORE gl uLookAt ()

GLdoubl e planl[4] = {0, 1,0, s};

GLdoubl e plan2[4] = {0,-1,0, s};

gl dipPlane( GL_CLI P_PLANEO, planl);

gl dipPlane(GL_CLI P_PLANE1, plan2);

up = cross(E-Pr, E-Pl);

F = (Pl - dot(Pl-E u)*u);

/1 nmove the canera to set eye at E
/1 and looking at F, with up set up[]

gl uLookAt (E[0], E1], E[2],
F[Ol., F[1], F[2],
up[ O], up[1], up[2]);

/1 activate the clipping planes
gl Enabl e( GL_CLI P_PLANEO) ;
gl Enabl e( GL_CLI P_PLANE1) ;

/1 redraw the scene with sone gl Nanes
/'l pushed

redraw( NULL) ;

gl Di sabl e( GL_CLI P_PLANEO) ;

gl Di sabl e( GL_CLI P_PLANE1) ;

5. Results

We have donea seriesof cross-test$o benchour colli-
sionmethods:

e usingour liver geometry(1224triangles)or a simple
tetrahedror{4 triangles),

o testingeither static collisions with the tool at a time
step(* static) or collision with the volumecoveredby
thetool duringatimeinterval (‘dynamic), asdepicted
in Figures9 and10,

o testing dynamic collision with different numbersof
colliding faceqbetweerb and25for theliver, between
0 and3 for thetetrahedron).

e comparingour method with the referencesoftware
packageRAPID? implementingObbtrees|5],

e running on various hardwaresand graphic accelera-
tors.

Figure11 sumsup the comparison®f computationatimes
betweenour methodand the RAPID software on various
platforms(eachgiventime is a meanvaluebetweententri-

als of differentcollision configurations). Since the same
compiler(gcc/gcs)wasusedon all platformsfor compat-
ibility reasonstheresultscannotbe usedfor a directcom-
parisonbetweenplatforms(gcc usesto produceinefficient

2hitp://iwwwcs.unc.edugeom/OBB/OBBThtm

codeon SGI). The meaningfulcomparisons the ratio be-
tweenthetwo methodsdependingnthegraphicsandcom-
putationalperformancesf the platform?.

The Obb tree methodusedin RAPID needsprecom-
puting the hierarchical data structure. In our applica-
tion where the liver deforms over time, RAPID’s data-
structurewould have to beupdatedat eachtime step.Since
there is no method for doing so to the authorsknowl-
edge, we comparedour methodwith the use of RAPID
wherepre-computationareredoneat eachtime step. Our
methodthenbringsanacceleratioriactorfrom 1500n high-
end hardwaresto 12 with a software implementationof
OpenGL(however,Obbtreeswould probablygive betterre-
sultsif an efficient updatealgorithm taking advantageof
temporalcoherencewvas developed). To be fair, we also
computedthe acceleratiorfactor without taking RAPID’s
pre-computatiorinto account. Evenin this casewhich is
only applicableto rigid objects our methodnearly brings
anacceleratiorfactorof five for eachcollision detectionon
high-endhardware.All theseresultsaresummarizedn Fig-
urel?2.

6. Conclusion

We have presented@ simpleandvery efficientmethodfor
detectingcollisionsbetweera generapolygonalmodeland
oneor several cylindrical tools. Dueto its impressve per
formancesthe methodis directly applicablein the context
of arealtime suigerysimulator

Sinceno pre-computatioris required,our methodside-
ally fits to dynamicscenesvhereobjectsmove anddeform
over time. As a comparisonthe referencecode RAPID,
thatis particularly fast, is five times slower assumedhat
pre-computationare alreadydone, which is not possible
for deformablebodies. Our methodcould thus be useful
in mary otherapplications suchasinteractive sculpturing
wherethe usermanipulates rigid tool for editinga 3D de-
formableshape.

The approactcould alsobe generalizedo be appliedin
moregeneralcollision configurationshere,oneof the col-
liding objectshasa simplegeometry In the generalcase
with complicatedshapesour approachcould be usedto
quickly testthe collision betweenan objetanda non axis-
parallelboundingbox (or even a boundingdodecahedron)
surroundinganotherobject. If the secondobjectis embed-
dedinto ahierarchyof boundingboxes,thisideacouldlead
to an acceleratiorof the generalObb tree method. Lastly,
since one of the objectscan be a meresoupof polygons
changingover time, the methodcould be applied to the

3Concerningour method we cannotethattherelatively badresultson
the 3Dfx may be dueto thefactthatthis architecturas not pipelined.On
pipelinedarchitecturegOnyx and 4D60), the collision detectiontime is
almostconstantvhenthe scenesizevariesfrom 4 to 1224triangles.
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Figure 9. Collision detection between a triangular mesh modeling a human liver and a static position

of atool (whic h is visualiz ed as a segment).

real-timecollisiondetectiorbetweerarny deformableobject
(from anelasticsurfaceor volumeto aliquid substanceand
rigid obstacleembeddednto pre-computednierarchiesof
boundingvolumes.

Moreover, our method is extremely easy to imple-
ment(only few dozenlines of codesin an applicationus-
ing OpenGLfor visualization),portable(OpenGLexists on
mostplatforms)and benefitsfrom differentgraphicshard-
ware as constructorsgenerallyoffer an optimizedimple-
mentationof OpenGL
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Figure 10. Dynamic collision detection, where the tool motion during a time interval is taken into
account (this volume covered by the tool is visualiz ed as a single triangle).

Using our OpenGL based method:

processor] R10000 DECalpha  Pentium2 Pentium2
195MHz  500MHz 333Mhz 333Mhz
graphic | Onyx2 IR 4D60 software 3Dfx Voodoo2
(Linux Mesa) (Linux Mesa)
static 0.13ms 0.09ms 2.2ms 1.7ms
dynamic | 0.16ms 0.11ms 3.0ms 2.3ms
Using the Obb tree method:
processor R10000 DECalpha Pentium2

195MHz 500MHz  333Mhz
Precomputations 24.1ms 15.7ms 35.6ms
static 0.63ms 0.44ms 1.0ms
dynamic 0.76ms 0.48ms 1.2ms

NB: staticmeansconsideringa singlepositionfor thetool
dynamicmeansconsideringhetool positionsduringatime interval

Figure 11. Collision detection times

Accelerationfactor | Deformableobjects| Rigid objects
static| dynamic | static | dynamic
SGIOnyx | 190 155 4.8 4,75
DECalpha| 179 147 4.9 4.4
Pentium(soft) | 16.6 12.2 0.45 0.4
Pentium(3Dfx) | 21.5 16 0.59 0.52

NB: DeformableobjectsmeansconsideringRAPID’s precomputationime,
Rigid objectsmeandgonringRAPID’s precomputatiotime.

Figure 12. Acceleration factor provided by our method w.r.t. RAPID



