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Abstract: We consider the n-dimensional Lotka-Volterra system of differential equation
representing the predator-prey interaction between n species. In this paper, we will try to
control the system by the mean of a sign-definite control law that is based on a classical
Lyapunov function for Lotka-Volterra-systems.Copyright c©2005 IFAC
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1. INTRODUCTION

In order to describe the interaction between n species
that are being the predator or the prey of each other,
the Lotka-Volterra model

ẋ = diag(x)(Ax + a) (1)

is often used (where x ∈ IRn
+, a ∈ IRn, A ∈ IRn×n,

and diag(x) is a matrix containing the elements of
the vector x on its diagonal). This system is obvi-
ously positive. The vector a describes the individual
growth or death-rate of each species (when ai > 0,
the species is growing in the absence of any other
interaction; when ai < 0, it is dying). The diag(x)Ax

term represents the quadratic interaction between the
species. In the original Volterra paper (Volterra, 1978),
it was supposed that A was a skew symmetric matrix.
Indeed, this assumption stems from the observation
that, if species i is the predator of species j, the species
i is benefiting from the predation in the quadratic form
+aijxixj , while the prey is being consumed at the
rate −aijxixj , both terms of the interaction having the
same magnitude in order to satisfy the mass-balance
of the interaction (when the xi(t) state represents the
mass of the ith species at time t).

Most of the work that has been devoted to Lotka-
Volterra systems mainly concentrates on the analysis
of the behavior of the solutions. In this paper, we will

introduce some control to influence the behavior of the
system. We will concentrate on a control action that
can only act on the growth rates of the species, so that
the model becomes

ẋ = diag(x)(Ax + a + bu) (2)

where b ∈ IRn and u ∈ IR+. The u term can be
seen as the rate of application of a pesticide on a field,
the rate of release of a predator, or a single factor that
influences the growth-rate of all the species, like light-
ning or temperature. We will suppose that this control
action is always non-negative: this is quite natural for
the rate of application of pesticide, for the rate of
release of a predator (if we assume that they cannot be
caught afterwards), for the light and temperature, if the
only actuator that we have are a lighting or a heating
system. We will not assume that all the elements of b

have the same sign, so that the same control action can
benefit a species i (where bi > 0) and harm a species j

(where bj < 0). Such a control objective was already
pursued in (Goh et al., 1974; Kolmanovskii and Korol-
eva, 1991) through optimal control theory, but those
were limited to two-dimensional systems; a prelimi-
nary study of accessibility for n-dimensional Lotka-
Volterra systems was however given in (DeLeenheer
and Aeyels, 2000) while a first controller for those n-
dimensional systems was given in (Gouzé, 1994).



The behavior of the uncontrolled system (1) is well
documented (see (Volterra, 1978; Gouzé, 1993)), and
citing the work of Volterra: If there exists an equilib-
rium, and if the initial state is different from it, there
will be fluctuations in the numbers of at least some
of the species, and these fluctuations will not dampen.
If those fluctuations occur for the pest species, it will
most often result in peaks of the pest population that
are higher than the pest population at the equilibrium.
The control action will then be used to steer the so-
lutions of the Lotka-Volterra system to the positive
equilibrium of the uncontrolled system (that we de-
note e ∈ IRn

+), so that those peaks are not present
anymore and the pest population is monitored.

The existence of such an equilibrium implies that
system (2) can be rewritten as

ẋ = diag(x)(A(x − e) + bu) (3)

where a = −Ae. We will build a controller u(x) that
will ensure global asymptotic stability of e inside the
positive orthant with u non-negative.

The paper is structured as follows: in Section 2, we
will study the controllability of system (3) and show
that, in many cases, the system is uncontrollable with
a positive feedback. In Section 3, we will develop a
controller (for the cases where non-controllability has
not been shown), and we will illustrate its action in
simulations in Section 4. Finally we will give some
conclusions.

2. CONTROLLABILITY OF LOTKA-VOLTERRA
SYSTEMS WITH NON-NEGATIVE CONTROLS

In this paper, we will concentrate on the Lotka-
Volterra predator-prey system

ẋ = diag(x)(A(x − e) + bu) (4)

where x, e ∈ IRn
+, b ∈ IRn, A ∈ IRn×n is skew-

symmetric and u ∈ IR+.

In this section, we will outline cases where system
(4) is not controllable so that, in those cases, we will
not try and build a controller for the stabilization of
the equilibrium. Indeed, we can show the following
proposition

Proposition 1. If det(A) = 0, then system (4) is not
controllable with u ≥ 0. Moreover, for any neighbor-
hood N of e, there exists x0 ∈ N such that x(t) (with
initial condition in x0) cannot be steered to e with non-
negative control.

Proof: If det(A) = 0, one of the eigenvalues of
A is zero, to which corresponds a left eigenvector v

such that vT A = 0. We will now show that e is not
reachable for some initial conditions in the positive

orthant. Indeed, let us consider the time-derivative of
the function

U(x) = vT ln(x)

along the solutions of (4) (where ln(x) = [ln(x1), · · · ,
ln(xn)]T ). This results in

U̇ = vT (A(x − e) + bu) = vT bu

If we suppose, without loss of generality, that vT b ≥
0, U can only increase along the solutions of (4) when
the control action is constrained to being non-negative.
As a consequence, if U(x(0)) > U(e), no control
u(t) ≥ 0 can steer x(t) to e. As the gradient of U

is non-zero at e, it is obvious that we can find x(0) as
close as we want to e and such that U(x(0)) > U(e).
For good measure, we will now build such a x(0) and
show that it can be made as close as we want to e, so
that the system is not even locally controllable in e.

Let us fix xj(0) = ej + ε for all j such that vj ≥ 0
and xj(0) = ej − ε for all j such that vj < 0. With
that choice, it is clear that

U(x(0)) > U(e)

for any given 0 < ε < minj ∈{1,···,n}(ej). Therefore,
we have that U(x(t)) ≥ U(x(0)) > U(e) for all
t > 0, so that x(t) cannot converge towards e. It is also
clear that we can take ε as small as we want and still
show that e cannot be reached from x(0), so that there
exists no neighborhood N of the equilibrium such that
all of its elements can be steered to e. 2

It should be noted that Proposition 1 results in the non-
controllability of the desired equilibrium when n is
odd. Indeed, in this case, the skew-symmetric matrix
A always has an eigenvalue in 0.

Moreover, when det(A) = 0, the existence of a
positive equilibrium for (4) results in the existence of
a continuum of equilibria

x∗ = e + αv

with v an eigenvector corresponding to the eigenvalue
in 0 and α ∈ IR. The choice of e in the transformation
of system (1) into (2) is therefore not unique.

There is a chance that some kind of controller can be
build to steer x(t) from x0 to e when U(x0) < U(e)
and vT b > 0, but this would not result in stability
of the equilibrium, and any kind of uncertainty could
drive x(t) in the region where U(x(t)) > U(e),
resulting in the impossibility of bringing x(t) back to
e.

In the remainder of this text, we will consider that A

is invertible.



3. CONTROL DESIGN

In this section, we still consider system (4), but we
now suppose that A is invertible. This directly implies
that n is even. In this case, it is well known that system
(4), with u = 0, has a first integral:

V (x) = 1
T x − eT ln(x)

where 1 = [1 1 · · · 1]T . Indeed, the time-derivative of
this functions is:

V̇ = 1
T diag(x)(A(x − e) + bu) − eT (A(x − e) + bu)

= xT (A(x − e) + bu) − eT (A(x − e) + bu)

= (x − e)T A(x − e) + (x − e)T bu

= (x − e)T bu

which is zero when u = 0.

Using V as a Control Lyapunov Function, we will
render its derivative negative semi-definite. This is
simply achieved with a feedback in the form

u = σ(−bT (x − e)) (5)

where σ(s) = 0 when s ≤ 0 and sσ(s) > 0 when
s > 0. This feedback results in the following evolution
of the first integral:

V̇ = (x − e)T bσ(−bT (x − e))

which is negative if bT (x − e) < 0 and 0 otherwise.
We can then show the following result

Proposition 2. The solutions of system (4) (with A

invertible) with control (5) converge to the hyperplane
bT (x − e) = 0. Moreover, in the case where n = 2
and in the case where n = 4 and b = α1 (for α ∈ IR),
the equilibrium e is globally asymptotically stable

Proof: We have seen that the control (5) makes the
time-derivative of the Lyapunov function V nega-
tive semi-definite. We will then conclude the analy-
sis through LaSalle’s invariance principle that states
that the solutions of system (4) (with controller (5))
starting in a positively invariant compact set Ω will
converge towards the largest invariant set of the region
where V̇ = 0 inside Ω. In this case, we can take
the region surrounded by the level-set V (x) = VΩ as
compact set Ω (for some VΩ > V (e)). This region
is positively invariant, so that LaSalle’s principle can
be applied and the solutions converge to the largest
invariant set of the region where V̇ = 0 ≡ {x ∈
Ω|bT (x − e) ≥ 0}. We will denote this invariant set
ZΩ.

We can see that the solutions converge to the inter-
section of ZΩ with the set {x ∈ Ω|bT (x − e) =
0}. Indeed, the solutions of (4) can only converge
to a set of nonwandering points (Guckenheimer and

Holmes, 1983). Considering the continuously differ-
entiable function

Z(x) = −bT A−1ln(x)

whose time-derivative is

Ż = −bT A−1A(x − e) − bT A−1bu = −bT (x − e) ≤ 0

when x ∈ ZΩ, LaSalle’s invariance principle indi-
cates that

lim
t→+∞

bT (x(t) − e) = 0

for all solutions with initial condition in ZΩ (whose
invariance indicates that x(t) stays in ZΩ). Therefore,
any x ∈ ZΩ such that bT (x − e) > 0 cannot
be a nonwandering point, so that we deduce that all
solutions of (4) with u given in (5) converge to a subset
MΩ of {x ∈ Ω|bT (x − e) = 0}.

This set MΩ contains the equilibrium x = e. It
must now be examined if other solutions preserve
the invariance of the hyperplane bT (x − e) = 0
because those invariant solutions would be candidates
to attract the interconnected system (4)-(5). We will
then analyze the system on the hyperplane with u = 0,
which is the value of the feedback when bT (x − e) =
0.

We are able to handle two cases:

n = 2 In this case, the global asymptotic stability of
e is trivial: if a solution, other than x(t) = e stays
on the hyperplane, it is at the intersection of the
hyperplane and a level set of the Lyapunov function
V (x) (> V (e)). In this case, this intersection re-
sults in two disconnected points of the hyperplane.
Invariance of the hyperplane on these points cannot
be achieved because they are no equilibria. The
only invariant solution of the hyperplane is then the
equilibrium e, which is therefore globally asymp-
totically stable.

n = 4 We here only consider the case where b = α1

(for other forms of b, our work is still in progress).
The time derivative of W (x) = 1

T (x−e) (we drop
the α factor) is

Ẇ = xT (A(x − e) + α1u) = eT Ax + α1
T xu

Along an invariant solution inside the hyperplane,
this time derivative must be 0, so that we must
have eT Ax = 0. Differentiating eT Ax inside the
hyperplane results in

eT Adiag(x)A(x − e)

If it exists, an invariant solution inside the hyper-
plane must then satisfy

1
T (x − e) = 0 (a)

eT Ax = 0 (b)

eT Adiag(x)A(x − e) = 0 (c)



We will now characterize the set defined by those
three equalities.

The intersection of the hyperplane (a) and (b) de-
fine a two-dimensional plane in the 4-dimensional
space. Indeed, they intersect in e (so that we know
that they intersect in the positive orthant) and they
are not identical because (a) does not contain the
origin while (b) contains the origin. We can then
isolate two of the four coordinates (xa, xb) (not
necessarily (x1, x2)) and isolate them in (a) − (b)
as functions of the other two coordinates (xc, xd):

(

xa

xb

)

= C1

(

xc

xd

)

+ C2e

where C1 ∈ IR2×2 and C1 ∈ IR2×4 We then
replace (xa, xb) with this function in (c), so that (c)
is now a two-dimensional quadratic form. The set
of all the potentially invariant solutions inside the
hyperplane 1

T (x− e) is then a quadratic form, that
is an ellipse, a hyperbola or a parabola (containing
e). Let us now consider a solution x(t) that would
belong to this ellipse, this parabola, or the branch
of the hyperbola that contains e. Because those are
one dimensional objects containing a single equi-
librium, any solution converges to the equilibrium
in forward time or in backward time: we have

lim
t→+∞

x(t) = e or lim
t→−∞

x(t) = e

This results in

lim
t→+∞

V (x(t)) = V (e) or lim
t→−∞

V (x(t)) = V (e)

This is not possible, unless x(t) = e because
V (x(t)) must stay constant on the hyperplane (u =
0 implies V̇ = 0). This unacceptable behavior is
illustrated on the branch H1 of the hyperbola that
is shown on Figure 1: the potential solution crosses
the level sets of V , which is unacceptable.

Similarly, if x(t) is a solution that stays on the
branch of the hyperbola that does not contain e, it
will slide indefinitely on that branch and go to in-
finity (staying in the positive orthant or intersecting
the borders of the orthant). This results in V (x(t))
going to infinity, which is impossible because V

must stay constant. This unacceptable behavior is
illustrated on the branch H2 of the hyperbola that
is shown on Figure 1: the potential solution goes to
the border xd = 0, so that V goes to infinity, which
is unacceptable.

Those solutions sliding along those objects can-
not exist, so that they do not belong to the largest in-
variant set in 1

T (x−e), which we have then shown
to be reduced to the equilibrium e. This equilibrium
is therefore globally asymptotically stable.

2

For now, our analysis is limited to the case n = 2 and
n = 4 (with b = α1) because, in more general cases,
the computation of the time-derivatives of W results in
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Fig. 1. Level sets of V (x) (dotted-lines) and branches
of hyperbola (dash-dotted lines) that intersect,
showing that no invariant solution other than
x(t) = e is possible inside the hyperplane
1

T (x − e) = 0

a quadratic form for Ẇ , a cubic form for Ẅ ,... whose
intersection is hard to compute, and is the object of
current research.

The approach that is developed in this paper is a
Jurdjevic-Quinn approach to the control problem.
However, in the proof of Proposition 2, we take a
practical approach to show that the equilibrium is
globally asymptotically stable by going back to the
LaSalle principle, instead of showing the stability by
computing the Lie Algebra that is used by Jurdjevic-
Quinn (Jurdjevic and Quinn, 1978).

4. APPLICATION

We will now consider two simple case of Lotka-
Volterra systems in order to illustrate the efficiency of
our controller.

The first one is a “one predator-one prey” system in
the form

ẋ1 = x1(x2 − 2 − 2u)
ẋ2 = x2(−x1 + 1 − u)

(6)

where x1 is the predator and x2 is the prey. A single
control action is available, which acts on the death-
rate of the predator (increase it with u ≥ 0) and the
growth-rate of the prey (decrease it with u ≥ 0).
For example, this could be a pesticide that both kills
predators and preys.

As suggested in (5), the control action that will be
applied is

u = σ(2(x1 − 1) + (x2 − 2))

where we here define






σ(s) = 0 when s < 0
1 when s > 1
s otherwise



For an initial condition in x0 = (3, 4), this results in
the behavior illustrated on Figures 2 and 3. Figure 2
shows that, when the solution is above the separating
line 2(x1 − 1)+ (x2 − 2) a control action is taken and
the solution crosses the level set of V (x), but when the
solution is below this line, no control action is taken
so that the solution follows a level set of V (x). This
is further illustrated by Figure 3: the time-evolution of
x1 and x2 show that convergence actually takes place,
while the evolution of u and V show that, between
time 0.5 and time 3, no control action is taken (because
it would result in an increase of V ), so that V stays
constant during that time-span; the rest of the time, V

decreases along the solution.
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Fig. 2. Phase-plane of the controlled Lotka-Volterra
system (6). The dash-dotted line represent the
separating “hyperplane” bT (x − e) = 0, the
dotted lines represent the level sets of V (x) and
the remaining line represents a solution of (6)
with x0 = (3, 4) as initial condition (it is solid
when a control is applied and dashed when u =
0)
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Fig. 3. Time-evolution of x1, x2, u and V for the
controlled system (6) with x0 = (3, 4) as initial
condition

We will now illustrate our controller on a more in-
tricate system containing two super-predator (x1 and

x2), two preys (x3 and x6) and two intermediates of
the food-chain (x4 and x5), for which we have

ẋ1 = x1( +4x3 +3x4 −13 −u )
ẋ2 = x2( +2x4 +3x5 −9 −u )
ẋ3 = x3( −4x1 +4 )
ẋ4 = x4( −3x1 −2x2 +x5 +4x6 −10 )
ẋ5 = x5( −3x2 −x4 +5x6 −11 )
ẋ6 = x6( −4x4 −5x5 +17 )

.(7)

We also see, on that model, that we can only act on the
system by controlling the super-predator population.
The target equilibrium is e = (1, 2, 1, 3, 1, 4)T . As
suggested in this paper, we then apply a controller in
the form

u = σ(x1 + x2 − 3) (8)

which results in the stabilization of the system. The
behavior of the system is illustrated in Figure 4. We
see that the two species that are illustrated (x1 and
x6) converge to their equilibrium value (the other 4
species also converge). We can also see that the solu-
tion is quite oscillatory, with u alternating between 0
and positive values during the first 15 time-units and
then oscillating at positive values before converging to
zero. Corresponding to that observation, we see that
V decreases in steps, its value staying constant every
time u equals 0.

This system illustrates the fact (that was already evi-
denced in two-dimensions in (Goh et al., 1974)) that
it is possible to regulate the pest (the preys) by con-
trolling the predator. Also, as long as the equilibrium
value and the model are well-known, the form of (8)
also illustrates that we only need to know the value of
the species that are acted upon (x1 and x2 in this case).

Eliminating the necessity of knowing the exact value
of the equilibrium in order to compute the constant
term in (8) is the object of further research. We will
try and introduce some adaptation in the control law
so that the control law can be written

u = σ(x1 + x2 − η(t))

with η(t) converging to 3, and the stability of the
equilibrium is preserved.

5. CONCLUSION

In this paper, we have introduced a control law for
the stabilization of the Lotka-Volterra predator-prey
system through positive feedback. The stability anal-
ysis is based on LaSalle’s invariance principle and is
limited to a few cases. The extension of the analysis
to the case where n is large (which applications in
Section 4 show to be working) and the introduction
of adaptation in the control law is the object of further
research.
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