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Basics in a nutshell
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Opportunistic Networks



(Temporal) Random Walks

• We “walk” in the temporal dimension 
(temporal paths)	



• Analogy: passing a token among contacts
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Process dynamics

• Nodes pass tokens among connected contacts 
at each time-step	



• Tokens may have their own contacts
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Characterisation and 
monitoring in opportunistic 

networks

6



7

Global monitoring
Complete	


knowledge

Partial	


knowledge

? DTN
Monitoring

Is it a good 
approximation?



Monitoring

Nodes’ plane

Monitors’ plane
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mapping function

• Each node in the Node’s plane keeps it’s local history	



• Mapping function is defined:	



• Static selection (             monitors)	



• Temporal Random Walk (k tokens)

k  n
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• Approximate Global ICT 
of the network	



• Synthetic traces with 
theOne (RWP)	



• Real traces 
INFOCOM2006	



• Distance between real 
ICT and sampled ICT	



• Kolmogorov–Smirnov 
statistical test	



• Limit when k ! n
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Evaluation



• Results 

• It is possible to 
approximate with 
statistical 
significance	



• Static: 78% control	



• TRW: 15% control
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Figure 4: Up: Monitoring algorithms comparison for the
INFOCOM ICT sampling case. Down: Distance between ICT
and hICT i. (Notice the log scale on the x-axis)

by increasing the time sampling or by increasing the number
of nodes in the space.

V. REAL TRACES EXPERIMENTS

In this section, we analyze the algorithms presented in
section III-B with real traces.

A. Traces setup
We use the INFOCOM traces [9] to study the 98 distributed

nodes in the conference. We aggregate the traces into snapshots
with � = 5 minutes. We also impose the symmetry of the
connections.

B. Traces Analysis
We perform the same analysis than in IV-B. As expected,

in Fig. 3b we see that with both methods and with any
sampling strategy, we always decrease the distance while
adding monitors. However, we see that the dynamic method
with the last and all sampling strategies are lower bounded
by the static method. This is equivalent to say that randomly
selecting a number of monitors and staying statically attached
to them provides a better approximation than dynamically
changing nodes. In the dynamic case we observe we get a
bigger distance due the fact that passing the token at each time
can bias the data to smaller values of intercontact time (we will
have a higher probability of short intercontact times than the
real ICT as show in Fig. 4). In the static case we have a partial
local view of the network, but consistent within all the period
of observation. This will add longer intercontact times to the
sampling reducing the bias (we will add more information to
the tail of the distribution reducing the probability of shorter

Static Last All Any
Average case > 17% > 98% > 95% > 3%
Worst case > 78% > 98% > 95% > 15%

Memory O(1) O(N) O(NT ) O(NT )

Table I: Monitors coverage (in percentage of nodes in the
DTN) needed to be sure that hICT i is a good estimator for
ICT (i.e. stop rejecting the null hypothesis)

intercontact times). In other words, adding diversity is not
enough to improve the sampling because it add bias.

Finally, we can see that in all cases, the dynamic method
with the any sampling strategy draws the smaller approxima-
tion distance. This is due the fact that this method is a mix
between static and dynamic monitoring. Indeed, the holder of
the token at the last snapshot will add all its intercontact time
information. This information is equivalent to the information
that he would have added as a static monitor. However, we
have to remember that the cost of this strategy requires that
all the nodes in the plane node store theirs contacts. Here the
token becomes just a method of data recollection. An obvious
improvement is to leverage the monitors connections. When
they receive the token they may add their information as well
as their past connections information.

VI. DISCUSSION

Both, simulations and trace analysis confirm the possibility
to select a group of nodes and attach them monitors to
characterize the global behavior. These experiments lead us to
conclude that it is not possible to define the most representative
set of monitors: any non random selection will introduce
bias to the sampling (Fig. 4). Nevertheless we have not yet
explained the limits of the monitoring. In Table I, we show
the increasing percentage of nodes needed to stop rejecting the
null hypothesis (pval > ↵). Stop rejecting the null hypothesis
implies that hICT i is a good estimator for the real ICT .
Since we repeated the experience 10 times, we provide two
cases: (i) average case (average pval) (ii) worst case (minimum
pval). Notice that the worst case is more strict in the sense
that we had pval > ↵ for all the repetitions. We also add
the memory cost for each node: (i) static: keeping no extra
information, (ii) last: keeping the list of the last intercontacts
and (ii) all/any: keeping the whole past history of intercontacts.
We see that in the static case we need to cover at least 75%.
This implies a huge cost for monitoring. On the other hand in
the dynamic case we need to cover 15% when we use the any
sampling strategy. Nevertheless this number hides the fact that
all nodes in the nodes plane must be storing in memory the
past connections. We thus obtain the trade-off sought: either
we add more memoryless monitors or we have less monitors
to recollect the data of nodes with higher memory capacity. If
we accept a non statistically accurate view this numbers drop
to 17% and 3% respectively.

Using this reasoning for the INFOCOM conference, and
assuming that the devices delivery was random, we conclude
that to get a statistically representative estimation of the ICT ,
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TRW as a lightweight 
communication infrastructure 

for opportunistic networks
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Simplest analogy*

*and not so crazy: http://deaddrops.com/fr/

http://deaddrops.com/fr/


• Synthetic traces with different node density 	



• Real traces Haggle traces and RollerNet	



• Delivery ration/Average Delay for different 
number of tokens	



• Different token strategies: TRW, TRW-M	



• Baseline with BSW

Evaluation
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Results
• TRW/TRW-M always deliver	



• We may pay with an increase of delay	



• For similar delivery ratio, we have similar delays	



• TRW-M is in the high end of delivery for all traces 
with a similar cost in delay	



• BSW message drops impacts the DR	



• Bigger buffer version for BSW (“shape” boost)	



• An even bigger buffer can beat TRW
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Conclusions
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Conclusions

• It is possible to monitor (ICT) on a DTN	



• Being statistically significant 	



• Inherent trade-off: Approximation/Cost	



• We propose a lightweight communication 
infrastructure	



• Acceptable performance in terms of 
deployment cost
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Open Questions

• How can we model the interaction of 
temporal random walks on DTNs?	



• How can we reason about distributed 
information? (memory/collected data)
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