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#### Abstract

Galois theory has now produced algorithms for solving linear ordinary differential and difference equations in closed form. In addition, recent algorithmic advances have made those algorithms effective and implementable in computer algebra systems. After introducing the relevant parts of the theory, we describe the latest algorithms for solving such equations.


## 1. Introduction

Linear ordinary differential equations are equations (resp. systems) of the form

$$
\sum_{i=0}^{n} a_{i}(x) \frac{d^{i} y(x)}{d x^{i}}=0 \quad\left(\text { resp. } \frac{d Y(x)}{d x}=A(x) Y(x)\right)
$$

while linear ordinary difference equations are equations (resp. systems) of the form

$$
\sum_{i=0}^{n} a_{i}(x) y(x+i)=0 \quad(\text { resp. } Y(x+1)=A(x) Y(x))
$$

where in both cases the unknown(s) and the coefficients are functions of the continuous or discrete variable $x$. Similarities between those equations have been noticed and used for a long time, to the point that algebraic algorithms based on the underlying linear operators allow large common parts of differential or difference equations solvers to be described, and indeed programmed, in the same algebraic setting (see e.g. [1, 8]). With the recent discovery of a difference Galois theory [30] with effective algorithms [10], both problems of deciding whether differential or difference equations have closed-form solutions are now solved. Furthermore, a recent reformulation of differential Galois theory [22] allows both cases to presented using the same algebraic framework, and its interpretation using invariants [12, 13, 29] has led for the first time to effective implementations in computer algebra systems. After describing the common algebraic setting (below) and outlining the Galois theory required (section 2), we describe the computation of invariants of differential equations (section 3) and of Liouvillian solutions of difference equations (section 4). All fields in this paper are commutative, rings are not necessarily commutative, and all rings and fields have characteristic 0 .

We briefly outline the common algebraic setting for differential and difference equations. This formalism will be used in the rest of this paper when describing constructions common to both cases. A $\sigma$-differential ring (resp. field) is a triple ( $R, \sigma, \delta)$ where $R$ is a ring (resp. field), $\sigma$ is an automorphism of $R$ and $\delta$ is an additive map of $R$ satisfying the modified Leibniz rule $\delta(a b)=(\sigma a)(\delta b)+(\delta a) b$ for all $a, b \in R$. The set

$$
\operatorname{Const}_{\sigma, \delta}(R)=\{a \in R \text { such that } \sigma a=a \text { and } \delta a=0\}
$$

is a ring (resp. field), which is called the constant subring (resp. subfield) of $R$. Given a left $R$-module $M$, a map $\theta: M \rightarrow M$ is called pseudo-linear if it is additive and if $\theta(a m)=(\sigma a) \theta m+(\delta a) m$ for any $a \in R$ and $m \in M$. The set of all the pseudo-linear maps of $M$ is denoted $\operatorname{End}_{R, \sigma, \delta}(M)$. A $\sigma$-differential extension of $(R, \sigma, \delta)$ is a $\sigma$-differential ring $\left(S, \sigma^{\prime}, \delta^{\prime}\right)$ such that $R \subseteq S, \sigma^{\prime}=\sigma$ on $R$ and $\delta^{\prime}=\delta$ on $R$. When $R$ is commutative, $\operatorname{End}_{R, \sigma, \delta}(R)=\{\gamma \sigma+\delta$ for $\gamma \in R\}$ [5], which means that any $\theta \in \operatorname{End}_{R, \sigma, \delta}(R)$ has a unique extension to any commutative $\sigma$-differential extension $\left(S, \sigma^{\prime}, \delta^{\prime}\right)$ of $R$, namely $\theta^{\prime}=\gamma \sigma^{\prime}+\delta^{\prime}$ where $\gamma \in R$ is such that $\theta=\gamma \sigma+\delta$. Given a $\sigma$-differential ring $(R, \sigma, \delta)$, the univariate skew-polynomial ring over $R$, denoted ( $R[X] ; \sigma, \delta)$, is the ring of univariate polynomials with the usual addition, but with the multiplication given by $X a-\sigma(a) X=\delta a$ for any $a \in R$. This ring was introduced by Ore [19] who studied in particular its factorization properties. A key property that we use in this paper is that when $R$ is a field, it has both left and right Euclidean divisions, which implies the existence of left and right greatest common divisors and least common multiples (see [8] for additional properties and algorithms). When $\sigma$ is the identity on $R,(R, \delta)$ is a differential ring and $\left(R[X] ; 1_{R}, \delta\right)$ is the ring of linear ordinary differential operators with coefficients in $R$. When $\delta r=0$ for every $r \in R,(R, \sigma)$ is a difference ring and $\left(R[X] ; \sigma, 0_{R}\right)$ is the ring of linear ordinary difference operators with coefficients in $R$.

## 2. Galois groups and Liouvillian Solutions

We summarize in this section the basic definitions and results that allow us to describe and justify the algorithms of the next sections. See [10, 22, 30] for proofs and a complete treatment of this subject.

Definition $2.1([22,30])$. Let $(k, \sigma, \delta)$ be a $\sigma$-differential field, $\theta \in \operatorname{End}_{k, \sigma, \delta}(k)$ and $A \in G L_{n}(k)$. $A$ Picard-Vessiot ring over $k$ for the equation $\theta Y=A Y$ is a commutative $\sigma$-differential extension ring $R$ of $k$ satisfying:
(i) The only ideals of $R$ closed under $\sigma$ and $\delta$ are (0) and (1).
(ii) $\exists U \in G L_{n}(R)$ such that $\theta U=A U$.
(iii) $R$ is generated as a ring by $k$, the coefficients of $U$ and $1 / \operatorname{det}(U)$.

For any $\sigma$-differential extension ring $S$ of $k$, the $\sigma$-differential Galois group of $S$ over $k$ is the group of automorphisms of $S$ over $k$ that commute with $\sigma$ and $\delta$.

While the above definition is stated in terms of systems of equations, it applies to scalar equations as well: we associate to the scalar equation $L y=0$ where $L=\theta^{n}+\sum_{i=0}^{n-1} a_{i} \theta^{i}$, the companion system $\theta Y=A_{L} Y$ where

$$
A_{L}=\left(\begin{array}{cccc}
0 & 1 & & \\
& \ddots & \ddots & \\
& & 0 & 1 \\
-a_{0} & -a_{1} & \ldots & -a_{n-1}
\end{array}\right)
$$

The map $y \rightarrow\left(y, \theta y, \ldots, \theta^{n-1} y\right)^{T}$ is an isomorphism between the solution spaces of $L y=0$ and $\theta Y=A_{L} Y$, so we define the Picard-Vessiot ring and Galois group for $L$ to be the ones of the associated companion system.

If $\left(k, 1_{k}, \delta\right)$ is a differential field with an algebraically closed constant field $C$, then for any $A \in G L_{n}(k)$, there exist a Picard-Vessiot ring $R$, for $\delta Y=A Y$, and it is unique up to differential isomorphism [22]. Furthermore, $R$ is an integral domain, whose field of fractions $K$ is called the Picard-Vessiot field for the equation $\delta Y=A Y$, and $\operatorname{Const}_{\delta}(K)=\operatorname{Const}_{\delta}(R)=C[22]$. In that case, the $\sigma$-differential Galois group of $R$ over $k$ is called the differential Galois group of $\delta Y=A Y$ over $k$, and it coincides with the group of field-automorphisms of $K$ over $k$ that commute with the derivation.

If ( $k, \sigma, 0_{k}$ ) is a difference field with an algebraically closed constant field $C$, then for any $A \in G L_{n}(k)$, there exist a Picard-Vessiot ring $R$, for $\sigma Y=A Y$, it is unique up to difference isomorphism and $\operatorname{Const}_{\sigma}(R)=C$ [30]. In that case, the $\sigma$-differential Galois group of $R$ over $k$ is called the difference Galois group of $\sigma Y=A Y$ over $k$.

In both of the above cases, the $\sigma$-differential Galois group $G$ has a natural structure of a linear algebraic group over $C$, i.e. it is an algebraic subgroup of $G L_{n}(C)$. Furthermore, the Picard-Vessiot extension $R$ is normal over $k$, i.e. for any $t \in R \backslash k$, there is an element $g$ of the group such that $g(t) \neq t[22,30]$. Since $G$ is an algebraic group, it is the disjoint union of finitely many connected components in the Zariski topology. The component containing the identity will be denoted $G^{0}$.

A major success of differential and difference Galois theory has been the discovery of effective group-theoretic criteria for the existence of closed-form solutions to linear ordinary differential and difference equations. Before presenting those criteria, we need to formalize the notions of closed-form solutions that they use, starting with the differential case: let $\left(k, 1_{k}, \delta\right)$ be a differential field and $K$ a differential extension of $k$. We say that $K$ is Liouvillian over $k$ if there are $t_{1}, \ldots, t_{m} \in K^{*}$ such that $K=k\left(t_{1}, \ldots, t_{m}\right)$ and for each $i$, either $t_{i}$ is algebraic over $K\left(t_{1}, \ldots, t_{i-1}\right)$, or $\delta t_{i} \in K\left(t_{1}, \ldots, t_{i-1}\right)$ or $\delta\left(t_{i}\right) / t_{i} \in K\left(t_{1}, \ldots, t_{i-1}\right)$. We say that a differential equation with coefficients in $k$ has a Liouvillian solution if it has a nonzero solution in a Liouvillian extension of $k$. The main criterion for the differential case is then:

Theorem 2.2 ([17]). Let $L \in k\left[D ; 1_{k}, \delta\right]$ be a linear ordinary differential operator with coefficients in a differential field $k$ whose constant subfield is algebraically closed, and $G$ be the differential Galois group of $L$ over $k$.
(i) All the solutions of $L y=0$ are Liouvillian over $k$ if and only if $G^{0}$ is a solvable group.
(ii) Ly $=0$ has a Liouvillian solution over $k$ if and only if it has a solution $y$ such that $y^{\prime} / y$ is algebraic over $k$.
Even though theorem 2.2 relates the existence of Liouvillian solutions to the existence of a solution of a very special form, it does not yield an algorithm because it gives no bound on the degree of $y^{\prime} / y$ as an algebraic function. Singer produced such a bound for $n$ arbitrary as well as an algorithm for determining the coefficients of the minimal polynomial of $y^{\prime} / y$ over $k$.

Theorem 2.3 ([25]). There exists a function $F: \mathbb{N} \rightarrow \mathbb{N}$ such that Ly $=0$ has a Liouvillian solution over $k$ if and only if it has a solution $y$ such that $y^{\prime} / y$ is algebraic over $k$ and $\left[k\left(y^{\prime} / y\right): k\right] \leq F(n)$.

The function $F(n)$ is defined by $F(0)=1$ and $F(n)=\max (f(n), n!F(n-1))$ where $f(n)$ is such that every finite subgroup of $G L_{n}(\mathbb{C})$ has a normal Abelian subgroup of index at most $f(n)$. Jordan's Theorem [15] implies the existence of such a function and there are explicit formulas. This general upper bound can be improved in many cases, in particular for specific values of $n[28,31,32]$.

A criterion also exists for a restricted class of difference equations [10], namely when $k=C(x)$ for some algebraically closed constant field $C$, and $\sigma$ is the automorphism of $k$ over $C$ that maps $x$ to $x+1$. In that case, Picard-Vessiot rings over $k$ can be viewed as subrings of the commutative ring $\mathcal{S}$ of germs of sequences defined as $\mathcal{S}=C^{\mathbb{N}} / J$ where $J$ is the ideal of sequences having finitely many nonzero terms. The map $\sigma\left(a_{0}, a_{1}, a_{2}, \ldots\right)=\left(a_{1}, a_{2}, \ldots\right)$ is a well-defined automorphism of $\mathcal{S}$ and $k$ can be embedded in $\mathcal{S}$ by the difference embedding that maps $f \in k$ to the sequence $a_{n}=0$ if $n$ is a pole of $f, f(n)$ otherwise. A sequence $a \in \mathcal{S}$ is called hypergeometric if $\sigma a=f a$ for some $f \in k$. For a sequence $a=\left(a_{n}\right)_{n \geq 0}$ in $\mathcal{S}$, and $m>0$, define the $m^{\text {th }}$ spread of $a$ to be the sequence $a^{\vec{m}}$ given by

$$
\left(a^{\vec{m}}\right)_{n}=\left\{\begin{array}{ccc}
a_{n / m} & \text { if } n \equiv 0 & (\bmod m)  \tag{1}\\
0 & \text { if } n \neq 0 & (\bmod m)
\end{array} .\right.
$$

The interlacing of $m$ sequences $a^{(1)}, \ldots, a^{(m)}$ is the sequence

$$
\biguplus_{j=1}^{m} a^{(j)}=\sum_{j=1}^{m} \sigma^{1-j}\left(a^{(j)^{\vec{m}}}\right)=\left(a_{0}^{(1)}, \ldots, a_{0}^{(m)}, a_{1}^{(1)}, \ldots\right)
$$

Finally, the $\operatorname{ring} \mathcal{L}$ of the Liouvillian sequences is the smallest difference subring of $\mathcal{S}$ containing $k$ such that

1. $a \in k, b \in \mathcal{S}, \sigma b=a b \Longrightarrow b \in \mathcal{L}$.
2. $a \in \mathcal{L}, b \in \mathcal{S}, \sigma b=b+a \Longrightarrow b \in \mathcal{L}$.
3. $a \in \mathcal{L} \Longrightarrow \forall i, m$ such that $0 \leq i<m, \sigma^{-i}\left(a^{\vec{m}}\right) \in \mathcal{L}$.

We say that a difference equation with coefficients in $k$ has a Liouvillian solution if it has a nonzero solution in $\mathcal{L}$. The main criterion for the difference case is then:

Theorem 2.4 ([10]). Let $L \in k\left[E ; \sigma, 0_{k}\right]$ be a linear ordinary differential operator with coefficients in the difference field $k=C(x)$, where $C$ is algebraically closed and $\sigma$ is the automorphism of $k$ over $C$ mapping $x$ to $x+1$. Let $G$ be the difference Galois group of $L$ over $k$.
(i) All the solutions of $L y=0$ are Liouvillian if and only if $G$ is a solvable group.
(ii) Ly $=0$ has a Liouvillian solution if and only if it has a solution $y$ such that $y$ is the interlacing of $m$ hypergeometric sequences where $1 \leq m \leq n$.

## 3. Invariants and Differential Equations

Let $W$ be a vector space over a field $F$ and $G \subseteq G L(W)$ be a group of automorphisms of $W$. We say that $w \in W$ is an invariant of $G$ if $g(w)=w$ for every $g \in G$. The set of all the invariants of $G$ in $W$ is denoted $W^{G}$ and is a subspace of $W$. We say that $w$ is a semi-invariant of $G$ if for every $g \in G$, there exists $f_{g} \in F$ such that $g(w)=f_{g} w$. Invariants and semi-invariants of differential Galois groups play an important role in algorithms for solving differential equations. For the rest of this section, let $k$ be a differential field with algebraically closed constant field $C$, $L$ be a linear ordinary differential operator of order $n>0$ with coefficients in $k$, $K$ be its Picard-Vessiot extension, $V \subset K$ be the solution space of $L y=0, G$ be its Galois group and $G^{0}$ be its connected component of the identity. The (faithful) action of $G$ on $V$ is extended to the symmetric algebra $S(V)$ via

$$
\begin{equation*}
g\left(\sum_{e=\left(e_{1}, \ldots, e_{m_{e}}\right)} c_{e} v_{e_{1}} \otimes \cdots \otimes v_{e_{m_{e}}}\right)=\sum_{e} c_{e} g\left(v_{e_{1}}\right) \otimes \cdots \otimes g\left(v_{e_{m_{e}}}\right) \tag{2}
\end{equation*}
$$

for any $c_{e} \in C$ and $v_{i} \in S^{1}(V)=V$. Note that $S(V)=\bigoplus_{m \geq 0} S^{m}(V)$ is a graded $C$-algebra, and that the action of $G$ given by (2) preserves the grading, so in particular $S(V)^{G}=\bigoplus_{m>0} S^{m}(V)^{G}$ and we can restrict our attention to homogeneous invariants and semi-invariants in $S^{m}(V)$. Define the degree of a nonzero $w \in S(V)$ to be the smallest $d \geq 0$ such that $w \in \bigoplus_{m=0}^{d} S^{m}(V)$. We say that $w \in S(V)$ factors into linear forms if $w=w_{1} \otimes \cdots \otimes w_{m}$ for some $w_{1}, \ldots, w_{m} \in V$. Liouvillian solutions of $L y=0$ and semi-invariants of $G$ are related by the following result, in which $F(n)$ is as in theorem 2.3.

Theorem 3.1 ([29]). Ly = 0 has a Liouvillian solution over $k$ if and only if $G$ has a semi-invariant $I \in S(V)$ of degree at most $F(n)$ and which factors into linear forms.

It turns out that looking for semi-invariants can be reduced to looking for invariants of the same degree of transformed operators [12]. In addition, "semiinvariant" can be replaced by "invariant" in the above theorem for a large class of
equations ${ }^{1}$ (see the discussion at the end of this section for details), so we consider only the problem of searching for invariants in $S^{d}(V)^{G}$ where $d$ ranges over a given subset of $\{1, \ldots, F(n)\}$. The basic idea to is to map them via $G$-morphisms to $G$-modules where their images can be computed. Singer and Ulmer [29] used the $C$-algebra evaluation homomorphism $\psi: S(V) \rightarrow K$ given by

$$
\psi\left(\sum_{e=\left(e_{1}, \ldots, e_{m_{e}}\right)} c_{e} v_{e_{1}} \otimes \cdots \otimes v_{e_{m_{e}}}\right)=\sum_{e} c_{e} v_{e_{1}} \ldots v_{e_{m_{e}}}
$$

for any $c_{e} \in C$ and $v_{i} \in S^{1}(V)=V \subset K$. It is easily checked that $\psi$ commutes with the actions of $G$ on $S(V)$ and $K$, hence that $\psi\left(S(V)^{G}\right) \subseteq K^{G}$. Since PicardVessiot extensions are normal, $K^{G}=k$, so $I \in S(V)^{G} \Longrightarrow \psi(I) \in k$. Define the $d^{\text {th }}$ symmetric power of $L$, denoted $L^{(S)}$, to be a differential operator of minimal order whose solution space is $\psi\left(S^{d}(V)\right)$. Symmetric powers can be computed from $L$ using only linear algebra over $k[7]$. Then $I \in S^{d}(V)^{G} \Longrightarrow \psi(I) \in k$ and $L^{(S d}(\psi(I))=0$. If in addition $L^{(®)}$ has order $\operatorname{dim}_{C}\left(S^{d}(V)\right)=\binom{n+d-1}{n-1}$, then $\psi_{d}$ (the restriction of $\psi$ to $\left.S^{d}(V)\right)$ must be injective, so in that case

$$
I \in S^{d}(V)^{G} \backslash\{0\} \Longleftrightarrow \psi(I) \in k^{*} \text { and } L^{(\overparen{d}}(\psi(I))=0
$$

Such solutions in $k^{*}$ can be computed for a large class of fields [4, 6, 26], and a basis $\left(f_{1}, \ldots, f_{r}\right)$ for them implies that $I_{1}, \ldots, I_{r}$ is a basis for $S^{d}(V)^{G}$ where $I_{j}=\psi_{d}^{-1}\left(f_{j}\right)$. Inverting $\psi_{d}$ is possible whenever $k$ is a finitely generated differential extension of $\mathbb{Q}$ : Seidenberg's Embedding Theorem [23, 24] states that any such field is isomorphic to a differential field of meromorphic functions on an open region of $\mathbb{C}$. This means that given any finite subset $S$ of $k$, there exists infinitely many $x_{0} \in \mathbb{C}$ such that the elements of $S$ can be seen as analytic functions at $x_{0}$, and hence evaluated at $x=x_{0}$. We now say that $x_{0} \in \mathbb{C}$ is an ordinary point of $L=\sum_{i=0}^{n} a_{i} D^{i}$ if each $a_{i}$ is analytic in an open neighborhood of $x_{0}$ (including $\left.x_{0}\right)$ and if $a_{n}\left(x_{0}\right) \neq 0$. Since meromorphic functions have isolated singularities, it follows from the Embedding Theorem that $L$ has infinitely many ordinary points. To compute $I=\psi_{d}^{-1}(f)$ for $f \in k$, pick an ordinary point $c \in \mathbb{C}$ of $L$ and compute a basis $\left(y_{1}, \ldots, y_{n}\right)$ of the formal Taylor series solutions of $L y=0$ around $c$. Writing $I$ as a homogeneous polynomial of degree $d$ in $Y_{1}, \ldots, Y_{n}$ with undetermined constant coefficients and equating the first $\binom{n+d-1}{n-1}$ coefficients of $I\left(y_{1}, \ldots, y_{n}\right)$ with those of the Taylor series of $f$ yields a nonsingular linear algebraic system for the coefficients of $I$, whose solution yields $I$. If $L^{(S)}$ has order strictly smaller than $\binom{n+d-1}{n-1}$, then $\psi_{d}$ is not injective and one needs to perform a generic change of variable to ensure that $\psi_{d}$ will be injective for the transformed operator [29]. Alternatively, one can use the above series method to compute ker $\psi_{d}$, since its dimension is known.

The above method is particularly well adapted for second-order operators, because $L^{(3 d}$ is straightforward to compute via a simple iteration in that case [7].

[^0]Furthermore, its order is always $d+1$ so $\psi_{d}$ is always injective. Finally, any homogeneous polynomial in $C\left[Y_{1}, Y_{2}\right]$ factors into linear forms, implying that any homogeneous invariant factors into linear forms. The bound $F(2)$ can be improved and an optimal result for $n=2$, which holds for arbitrary coefficients fields, even when the constant field is not algebraically closed, is that $L y=0$ has a Liouvillian solution if and only if $G$ has either a semi-invariant of degree 1 or a homogeneous invariant of degree $d \in\{2,4,6,8,12\}$ [33].

Example 3.2. Consider the equation $x^{2} y^{\prime \prime}(x)-\left(36 x^{6} e^{4 x^{3}}+9 x^{6}+2\right) y(x)=0$, whose operator $L=x^{2} D^{2}-36 x^{6} t^{4}-9 x^{6}-2$ has coefficients in $k=\mathbb{Q}(x, t)$ with $\delta x=1$ and $\delta t=3 x^{2} t$. Its symmetric square is

$$
L^{(3)}=x^{3} D^{3}-4 x\left(36 x^{6} t^{4}+9 x^{6}+2\right) D-8\left(1+3 x^{3}\right)\left(36 x^{6} t^{4}+3 x^{3}-1\right)
$$

whose solution space in $k$ is generated by $f=x^{-2} t^{-2}$. A basis of local solutions of the equation around $x=1$ is

$$
\begin{gathered}
y_{1}=1+\left(18 e^{4}+\frac{11}{2}\right)(x-1)^{2}+\ldots \\
y_{2}=(x-1)+\left(6 e^{4}+\frac{11}{6}\right)(x-1)^{3}+\ldots,
\end{gathered}
$$

and equating the first 3 terms of $c_{11} y_{1}^{2}+c_{12} y_{1} y_{2}+c_{22} y_{2}^{2}$ with the first 3 terms of $f=e^{-2}-8 e^{-2}(x-1)+27 e^{-2}(x-1)^{2}+\ldots$ yields $c_{11}=e^{-2}, c_{12}=-8 e^{-2}$ and $c_{22}=16 e^{-2}-36 e^{2}$. It follows that
$I=e^{-2}\left(Y_{1}^{2}-8 Y_{1} Y_{2}+\left(16-36 e^{4}\right) Y_{2}^{2}\right)=e^{-2}\left(Y_{1}+\left(6 e^{2}-4\right) Y_{2}\right)\left(Y_{1}-\left(6 e^{2}+4\right) Y_{2}\right)$
is an invariant of the Galois group of $L$ that factors into linear forms.
For equations of higher order, the above method suffers from the cost of computing $L^{\circledR{ }^{d}}$ as well as from the occasionally required generic transformation. To avoid those problems, van Hoeij and Weil used a different $C$-algebra homomorphism [13]. For any commutative ring $R$, write $N_{d}=\binom{n+d-1}{n-1}$ and define $\sigma_{d}: R^{n} \rightarrow R^{N_{d}}$ by $\sigma_{d}\left(\left(r_{1}, \ldots, r_{n}\right)^{T}\right)=\left(r_{1}^{d}, r_{1}^{d-1} r_{2}, r_{1}^{d-1} r_{3}, \ldots, r_{n}^{d}\right)^{T}$ where the $N_{d}$ homogeneous monomials of degree $d$ in $r_{1}, \ldots, r_{n}$ are ordered lexicographically with $r_{1}<r_{2}<\cdots<r_{d}$. Let $R=F\left[Y_{1}, \ldots, Y_{n}\right]$ be a polynomial ring over a field $F$ and $Y=\left(Y_{1}, \ldots, Y_{n}\right)^{T} \in R^{n}$. For any $M \in G L_{n}(F)$, the entries of $M Y$ are linear forms in the $Y_{i}$ 's, which implies that the entries of $\sigma_{d}(M Y)$ are homogeneous of degree $d$. Since $\sigma_{d}(Y)$ is a basis for the homogeneous polynomials of degree $d$, this defines a matrix $\operatorname{Sym}^{d}(M)$ given by $\sigma_{d}(M Y)=\operatorname{Sym}^{d}(M) \sigma_{d}(Y)$. The map $\operatorname{Sym}^{d}: G L_{n}(F) \rightarrow G L_{N_{d}}(F)$ is then a group-homomorphism. When $F$ is the the constant field $C$ of $k, \mathrm{Sym}^{d}$ describes the extension (2) of the action of the Galois
group $G$ from $V$ to $S^{d}(V)$ as it makes the following diagram commute:


Let now $T \in G L_{n}(\mathbb{Q})$ be the upper triangular matrix given by $T_{i j}=1$ for $i \leq j$ and $\Delta_{d} \in G L_{N_{d}}(\mathbb{Q})$ be the diagonal matrix whose diagonal is the first row of $\operatorname{Sym}^{d}(T)$. One can check that the diagonal element of $\Delta_{d}$ corresponding to the monomial $Y_{1}^{e_{1}} \ldots Y_{n}^{e_{n}}$ is $d!/ \prod_{i=1}^{n} e_{i}!$. Let $\mathcal{Y}=\left(y_{1}, \ldots, y_{n}\right)$ be a basis for $V$ and $W \in G L_{n}(K)$ be the corresponding Wronskian matrix. Using the notation $v^{e}$ for the $e$-fold tensor $v \otimes \cdots \otimes v$ of $S(V)$, let $\mathcal{Y}_{d}$ be the basis $\left(y_{1}^{d}, y_{1}^{d-1} \otimes y_{2}, y_{1}^{d-1} \otimes y_{3}, \ldots, y_{n}^{d}\right)$ of $S^{d}(V)$ where the symmetric tensors are ordered lexicographically with $y_{1}<y_{2}<\cdots<y_{d}$. The injective morphism used by van Hoeij and Weil is then $\lambda_{d}: S^{d}(V) \rightarrow K^{N_{d}}$ given by $\lambda_{d}(w)=\operatorname{Sym}^{d}(W) \Delta_{d}^{-1} \bar{w}$ where $\bar{w} \in C^{N_{d}}$ is the vector of coefficients of $w$ with respect to $\mathcal{Y}_{d}$. If $G$ acts pointwise on the coordinates in $K^{N_{d}}$ then they prove in [13] that $\lambda_{d}$ commutes with the actions of $G$ on $S^{d}(V)$ and $K^{N_{d}}$, hence that $\lambda_{d}\left(S^{d}(V)^{G}\right) \subseteq K^{N_{d}{ }^{G}}$. As earlier, the normality of the Picard-Vessiot extension implies that $K^{N_{d} G}=k^{N_{d}}$, hence that $I \in S^{d}(V)^{G} \Longrightarrow \lambda_{d}(I) \in k^{N_{d}}$. They then define the $d^{\text {th }}$ symmetric power system of $L$ to be the differential system $Z^{\prime}=S^{d}(L) Z$ where $S^{d}(L)$ is the $N_{d} \times N_{d}$ matrix with entries in $k$ given by $\sigma_{d}\left(\mathcal{Y}^{T}\right)^{\prime}=S^{d}(L) \sigma_{d}\left(\mathcal{Y}^{T}\right)$. The entries of $S^{d}(L)$ can be easily computed from the coefficients of $L$ [13] and they prove that the solution space of $Z^{\prime}=S^{d}(L) Z$ is generated by the columns of $\operatorname{Sym}^{d}(W)$, which implies that the solution space is exactly $\lambda_{d}\left(S^{d}(V)\right)$. Therefore,

$$
\begin{equation*}
I \in S^{d}(V)^{G} \backslash\{0\} \Longleftrightarrow \lambda_{d}(I) \in k^{N_{d}} \backslash\{0\} \text { and } \lambda_{d}(I)^{\prime}=S^{d}(L) \lambda_{d}(I) \tag{3}
\end{equation*}
$$

Their algorithm, which is applicable when $k$ is the rational function field $C(x)$ with derivation $d / d x$ proceeds as follows: compute first from the Newton polygons of $L$ at all its poles denominators of the entries of a solution in $C(x)^{N_{d}}$ of $Z^{\prime}=S^{d}(L) Z$ as well as bounds on the degrees of the corresponding numerators. Compute then a local fundamental solution matrix $\widehat{W}$ of $L y=0$ around some point $x_{0} \in \mathbb{P}^{1}(\bar{C})$. Let $\bar{I}$ be a vector of $N_{d}$ indeterminates, then $F=\operatorname{Sym}^{d}(\widehat{W}) \Delta_{d}^{-1} \bar{I}$ is a local formal solution of $Z^{\prime}=S^{d}(L) Z$ around $x_{0}$. Multiply each row by its corresponding denominator and reduce the remaining series modulo $x^{n_{i}+1}$ where $n_{i}$ is the corresponding degree bound. This yields a vector $Z$ of rational functions in $x$ where the indeterminates of $\bar{I}$ appear linearly. Equating $Z^{\prime}$ with $S^{d}(L) Z$ yields a linear algebraic system of the form $M \bar{I}=0$ whose kernel is isomorphic to $S^{d}(V)^{G}$ ([13] contains several heuristics to reduce the number of unknowns, down to the dimension of $S^{d}(V)^{G}$ in many cases).

Their algorithm is quite effective for operators of order 3 or more when the coefficient field is of the form $(C(x), d / d x)$. Furthermore, once they find an invariant (or semi-invariant) $I$ that factors linearly, the entries of $\lambda_{d}(I)$ can be used to produce a polynomial $P \in C[x, u]$ such that $P(x, u)=0 \Longrightarrow L e^{\int u d x}=0$ [12].

In the case of more general coefficient fields, even though $\widehat{W}$ can still be computed, it is not known how to convert Taylor series to elements of $k$, so the above method is not applicable. However, we can invert $\lambda_{d}$ without knowing a fundamental solution matrix, so we can still use the symmetric power system to compute invariants:

Theorem 3.3. Suppose that $k$ is a finitely generated differential extension of $\mathbb{Q}$ and let $F \in k^{N_{d}}$ be a nonzero solution of $Z^{\prime}=S^{d}(L) Z$. Then, for any $M \in G L_{n}(\mathbb{C})$ and any ordinary point $x_{0}$ of $L, \Delta_{d} S y m^{d}(M) F\left(x_{0}\right)$ is the coefficient vector of an invariant of $G$ with respect to a basis that depends on $M$. In particular $\Delta_{d} F\left(x_{0}\right)$ is an invariant of $G$ with respect to the basis $\left(y_{1}, \ldots, y_{n}\right)$ satisfying $y_{j}^{(i-1)}\left(x_{0}\right)=\delta_{i j}$.
Proof. By the classical existence and uniqueness theorems [14], there exists for each $1 \leq j \leq n$ a unique solution $y_{j}$ of $L y=0$, analytic at $x_{0}$ and satisfying $y_{j}^{(i-1)}\left(x_{0}\right)=M_{i j}^{-1}$ for $1 \leq i \leq n$. Let $W$ be the Wronskian matrix of $y_{1}, \ldots, y_{n}$. Since $W\left(x_{0}\right)=M^{-1}$ is invertible, $W$ is invertible so it is a fundamental matrix for $L$. Since the solution space of $Z^{\prime}=S^{d}(L) Z$ is $\lambda_{d}\left(S^{d}(V)\right)$, it follows from (3) that $F=\lambda_{d}(I)$ for some invariant $I \in S^{d}(V)^{G}$. Writing $\bar{I}$ for the coefficients of $I$, we have $F=\operatorname{Sym}^{d}(W) \Delta_{d}^{-1} \bar{I}$. Since the entries of $W$ are analytic at $x_{0}$, the entries of $\operatorname{Sym}^{d}(W)$ are also analytic at $x_{0}$, so evaluating at $x_{0}$ yields

$$
F\left(x_{0}\right)=\operatorname{Sym}^{d}(W)\left(x_{0}\right) \Delta_{d}^{-1} \bar{I}=\operatorname{Sym}^{d}\left(W\left(x_{0}\right)\right) \Delta_{d}^{-1} \bar{I}=\operatorname{Sym}^{d}(M)^{-1} \Delta_{d}^{-1} \bar{I}
$$

which implies that $\bar{I}=\Delta_{d} \operatorname{Sym}^{d}(M) F\left(x_{0}\right)$. The last sentence of the theorem follows from taking $M$ to be the identity matrix in the proof.

Using cyclic vectors [9], we can compute the solutions in $k^{N_{d}}$ of symmetric power systems for a large class of fields [4, 6, 26]. Theorem 3.3 then implies that $\Delta_{d} F\left(x_{0}\right)$ is an invariant of $G$ for any solution, and this yields an alternative to the algorithm of Singer \& Ulmer that does not require $\psi_{d}$ to be injective. Prototypes implementations of those algorithms exist both in the Maple system and the Bernina $^{2}$ server.

Example 3.4. Consider the same equation as in Example 3.2. Its second symmetric power system is

$$
Z^{\prime}=\left(\begin{array}{ccc}
0 & 2 & 0 \\
36 x^{4} e^{4 x^{3}}+9 x^{4}+2 x^{-2} & 0 & 1 \\
0 & 72 x^{4} e^{4 x^{3}}+18 x^{4}+4 x^{-2} & 0
\end{array}\right) Z
$$

[^1]whose solution space in $k^{3}$ is generated by
\[

$$
\begin{equation*}
F=\left(x^{-2} t^{-2},-\left(1+3 x^{3}\right) x^{-3} t^{-2},\left(1+6 x^{3}+9 x^{6}-36 x^{6} t^{4}\right) x^{-4} t^{-2}\right)^{T} \tag{4}
\end{equation*}
$$

\]

We have $\Delta_{3} F(1)=\left(e^{-2},-8 e^{-2}, 16 e^{-2}-36 e^{2}\right)^{T}$, so we get the same invariant as in Example 3.2.

Once an invariant that factors linearly has been found, a Liouvillian solution of the equation can be computed: using $\sigma_{d}\left(\left(Z_{1}, \ldots, Z_{n}\right)^{T}\right)$ as a basis of the ring $k\left[Z_{1}, \ldots, Z_{n}\right]_{d}$ of homogeneous polynomials of degree $d$ with coefficients in $k$, we can identify $k^{N_{d}}$ with $k\left[Z_{1}, \ldots, Z_{n}\right]_{d}$. Under this identification, Theorem 2.1 of [12] implies that if $F \in k^{N_{d}}$ is a nonzero solution of $Z^{\prime}=S^{d}(L) Z$, then $Q=\left(\Delta_{d} F\right)(U,-1,0, \ldots, 0) \in k[U]$ has degree $d$ and is such that $Q(u)=0$ implies that $L\left(e^{\int u}\right)=0$. Such a polynomial can also be computed from a semi-invariant that factors into linear forms [12].

Example 3.5. Consider the same equation as in Examples 3.2 and 3.4. From the solution (4) of its second symmetric power system, we get

$$
Q=\left(\Delta_{3} F\right)(U,-1)=x^{-4} t^{-2}\left(x^{2} U^{2}+\left(2 x+6 x^{4}\right) U+\left(1+6 x^{3}+9 x^{6}-36 x^{6} t^{4}\right)\right)
$$

whose roots are $u=-\left(1+3 x^{3} \pm 6 x^{3} t^{2}\right) / x$. It follows that a basis of the solution space of $L y=0$ is $x^{-1} e^{-x^{3} \pm e^{2 x^{3}}}$.

We conclude this section with a discussion of when it is sufficient to look for invariants rather than semi-invariants. The results in the rest of this section are all from M. Singer (personal communications). Lemma 3.6 was independently discovered by D. Boucher and appears as a non-integrability criterion in [3].

Lemma 3.6. If $G$ is reductive, then every connected solvable normal subgroup of $G$ is diagonalizable.

Proof. Every group is diagonal for $n=1$, so suppose that $n>1$ and that the lemma holds for $1 \leq m<n$, and let $H$ be a connected solvable normal subgroup of $G$. $H$ is triangularizable by the Lie-Kolchin Theorem $[16,18]$, so it has a semiinvariant $v \in V$. Let $g \in G$ and $h \in H$ be arbitrary. Since $H$ is normal in $G$, $h g=g h^{\prime}$ for some $h^{\prime} \in H$. Then, $h(g(v))=g\left(h^{\prime}(v)\right)=g\left(c_{h^{\prime}} v\right)=c_{h^{\prime}} g(v)$ where $c_{h^{\prime}} \in C$. This implies that $g(v)$ is a semi-invariant of $H$ for every $g \in G$. Let $\left(g_{1}(v), \ldots, g_{m}(v)\right)$ be a basis for $V^{\prime}$, the $C$-span of $G v$. If $m=n$, then $H$ is diagonal with respect to that basis. Otherwise, since $G$ is reductive, $V=V^{\prime} \oplus W$ where $G W \subseteq W$. Let $\left(w_{1}, \ldots, w_{n-m}\right)$ be a basis of $W$. Relative to the basis $\left(g_{1}(v), \ldots, g_{m}(v), w_{1}, \ldots, w_{n-m}\right)$ of $V$, every $g \in G$ has the block-diagonal form

$$
g=\left(\begin{array}{ll}
A_{g} & \\
& B_{g}
\end{array}\right)
$$

where $A_{g} \in G L_{m}(C)$ and $B_{g} \in G L_{n-m}(C)$. The map $g \rightarrow B_{g}$ is a rational morphism from $G$ into $G L_{n-m}(C)$. It is continuous in the Zariski topology [16,

Lemma 4.3], so the image of $H$ is connected and solvable. By our induction hypothesis, there is a basis $\left(b_{1}, \ldots, b_{n-m}\right)$ of $W$ which diagonalizes the image of $H$. $H$ is then diagonal with respect to the basis $\left(g_{1}(v), \ldots, g_{m}(v), b_{1}, \ldots, b_{n-m}\right)$.

Lemma 3.7. If $G$ has a diagonalizable unimodular normal subgroup of finite index, then $G$ has an invariant $I \in S(V)$ that factors into linear forms.

Proof. Let $H$ be a diagonalizable unimodular normal subgroup of $G$ of finite index, $\left(y_{1}, \ldots, y_{n}\right)$ be a basis of $V$ that diagonalizes $H$ and $z=y_{1} \otimes \cdots \otimes y_{n}$. Then, for each $h \in H, h(z)=h\left(y_{1}\right) \otimes \cdots \otimes h\left(y_{n}\right)=\operatorname{det}(h) z=z$ since $H$ is unimodular. Let $g_{1} H, \ldots, g_{m} H$ be the distinct cosets of $H$ in $G$. Any $g \in G$ can be written as $g=g_{j} h$ for some $h \in H$, which implies that $g(z)=g_{j}(h(z))=g_{j}(z)$. Therefore, $G z \subseteq\left\{g_{1}(z), \ldots, g_{m}(z)\right\}$ is finite, so $G z=\left\{f_{1}(z), \ldots, f_{s}(z)\right\}$ where $s \leq m$ and each $f_{j}$ is in $G$. Then $I=f_{1}(z) \otimes \cdots \otimes f_{s}(z)$ factors into linear forms and since each $g \in G$ acts as a permutation on $G z, g(I)=I$ so $I$ is an invariant of $G$.

Since $G^{0}$ is always a connected normal subgroup of $G$ of finite index, combining theorem 2.2 with lemmas 3.6 and 3.7 we get:

Theorem 3.8. If $G$ is reductive, $G^{0}$ is unimodular and all the solutions of $L y=0$ are Liouvillian over $k$, then $G$ has an invariant that factors into linear forms.

Remark that $L=\operatorname{llcm}\left(D-x^{2}, D^{2}+x^{2} D-1\right)$ has a reductive unimodular Galois group, as well as the Liouvillian solution $e^{\int x^{2} d x}$, but no invariant, so the above theorem does not hold when some solutions are Liouvillian and some not. However, having one Liouvillian solution is equivalent to all solutions being Liouvillian in the case of irreducible equations, so a consequence of theorem 3.8 is that an irreducible equation with a unimodular $G^{0}$ has a Liouvillian solution if and only if $G$ has an invariant that factors into linear forms. If we can find rational and exponential solutions over $k$, then we can factor operators over $k$ into irreducibles $[8,11,27]$, which ensures that we only solve operators with irreducible Galois groups. In addition, the transformation $z=y e^{\int a_{n-1} / n a_{n}}$ where $L=a_{n} D^{n}+a_{n-1} D^{n-1}+\cdots+a_{0}$ transforms $L y=0$ into $\bar{L} z=0$ where $\bar{L}$ has order $n$ and a unimodular Galois group, which remains irreducible if $L$ was irreducible. In addition to factoring, it is thus sufficient to look for homogeneous invariants of prescribed degrees in order to check for Liouvillian solutions (although it may be preferable in some cases to look for semi-invariants of lower degrees).

## 4. Difference Equations

We describe in this section the algorithm of [10] for computing all the Liouvillian solutions of ordinary linear difference equations with polynomial coefficients. Based on theorem 2.4, this algorithm looks for solutions of $L y=0$ that are interlacings of $m$ hypergeometric sequences for $1 \leq m \leq n$.

Definition 4.1. Let $F$ be a field, $F[t ; \sigma, \delta]$ be a skew-polynomial ring over $F$ and $p \in F[t ; \sigma, \delta] \backslash\{0\}$. For any $m>0$, the least $m$-sparse left multiple of $p$ is a monic $p^{\overleftarrow{m}} \in F[t ; \sigma, \delta]$ of minimal degree such that $p^{\overleftarrow{m}}=q p$ for some $q \in F[t ; \sigma, \delta]$ and such that only powers of $t^{m}$ appear in $p^{\overleftarrow{m}}$.

Such multiples can be computed by linear algebra over $F$ : let $\theta$ be the image of $t^{m}$ in $V=F[t ; \sigma, \delta] / F[t ; \sigma, \delta] p$, which is a vector space of dimension $n=\operatorname{deg}(p)$ over $F$, and $N$ be the largest integer such that $\theta^{0}, \theta^{1}, \ldots, \theta^{N-1}$ are linearly independent over $F$ (note that $1 \leq N \leq n$ ). Then $\theta^{N}=\sum_{i=0}^{N-1} c_{i} \theta^{i}$ for some $c_{0}, \ldots, c_{N-1} \in F$ and $p^{\overleftarrow{m}}=t^{N m}-\sum_{i=0}^{N-1} c_{i} t^{i m}$ is the desired multiple.

Let now $L=\sum_{i=0}^{n} a_{i} E^{i}$ be a linear ordinary difference operator with coefficients in $(k, \sigma)$ where $k=C(x)$ and $\sigma x=x+1$. Let $L^{\overleftarrow{m}}=E^{N m}+\sum_{i=0}^{N-1} b_{i} E^{i m}$ be its least $m$-sparse left multiple and for $1 \leq j \leq m$ let

$$
L_{j}{ }^{\overleftarrow{m}}=E^{N}+\sum_{i=0}^{N-1}\left(\tau_{m} \sigma^{j-1} b_{i}\right) E^{i}
$$

where $\tau_{m}: C(x) \rightarrow C(x)$ is the automorphism over $C$ mapping $x$ to $m x$.
Theorem 4.2. [10] For any $a^{(1)}, \ldots, a^{(m)} \in \mathcal{S}$,

$$
L\left(\biguplus_{j=1}^{m} a^{(j)}\right)=0 \Longrightarrow L_{j}^{\overleftarrow{m}}\left(a^{(j)}\right)=0 \text { for } 1 \leq j \leq m
$$

Proof. Let $a=\biguplus_{j=1}^{m} a^{(j)}$. Since $L a=0$ and $L^{\overleftarrow{m}}$ is a left-multiple of $L, L^{\overleftarrow{m}} a=0$, so $a_{s+N m}+\sum_{i=0}^{N-1} b_{i}(s) a_{s+i m}=0$ for all $s \geq 0$. For $1 \leq j \leq m$ and any $t \geq 0$, applying that equality to $s=t m+j-1$ and remarking that $a_{s+i m}=a_{(t+i) m+j-1}=a_{t+i}^{(j)}$, we obtain $a_{t+N}^{(j)}+\sum_{i=0}^{N-1} b_{i}(t m+j-1) a_{t+i}^{(j)}=0$ for all $t \geq 0$.

We therefore need to look for all the hypergeometric solutions of $L_{j}{ }^{\overleftarrow{m}}$ for $1 \leq j \leq m$. We can use the algorithm Hyper [20, 21], which, given a linear ordinary difference operator $R$ with coefficients in $C(x)$ returns $\gamma_{1}, \ldots, \gamma_{t} \in C(x)^{*}$ and finitely many polynomials $p_{r s} \in C[x] \backslash\{0\}$ such that the hypergeometric solutions of $R y=0$ are exactly all the sequences satisfying

$$
\begin{equation*}
\frac{\sigma y}{y}=\gamma_{r} \frac{\sum_{s} c_{r s} \sigma p_{r s}}{\sum_{s} c_{r s} p_{r s}} \tag{5}
\end{equation*}
$$

for some $r$, where the $c_{r s}$ 's are arbitrary constants. Let now $1 \leq j \leq m$ be given and let $\mathcal{H}_{j}$ be $\{0\}$ if $L_{j}{ }^{\overleftarrow{m}}$ has no nonzero hypergeometric solution, the finite set of all the $\gamma_{r} \sigma\left(p_{r s}\right) / p_{r s}$ for all the $\gamma_{r}$ and $p_{r s}$ returned by Hyper on $L_{j}{ }^{\overleftarrow{m}}$ otherwise. For each $h \in \mathcal{H}_{j}$, let $z_{h}$ be 0 if $h=0$, a nonzero hypergeometric solution of $\sigma y=h y$ otherwise. Then, (1) implies that $\sigma^{m}\left(z_{h}^{\vec{m}}\right)=h^{\vec{m}} z_{h}^{\vec{m}}$, hence that $\left(E^{m}-\tau_{m}^{-1} h\right) z_{h}^{\vec{m}}=0$, which implies in turn that $\left(E^{m}-\sigma^{1-j} \tau_{m}^{-1} h\right) \sigma^{1-j}\left(z_{h}^{\vec{m}}\right)=0$. Let now $a^{(j)}$ be any
hypergeometric solution of $L_{j}{ }^{\overleftarrow{m}} y=0$. It follows from (5) that $a^{(j)}=\sum_{h \in \mathcal{H}_{j}} c_{h} z_{h}$ for some constants $c_{h} \in C$, hence, by linearity of all the operations involved, that $\uplus_{j=1}^{m} a^{(j)}=\sum_{j=1}^{m} \sum_{h \in \mathcal{H}_{j}} c_{h} \sigma^{1-j}\left(z_{h}^{\vec{m}}\right)$. Therefore, $L^{\vec{m}}\left(\uplus_{j=1}^{m} a^{(j)}\right)=0$ where

$$
L^{\vec{m}}=\operatorname{llcm} \underset{\substack{1 \leq j \leq m \\ h \in \mathcal{H}_{j}}}{ }\left(E^{m}-\sigma^{1-j} \tau_{m}^{-1} h\right)
$$

Since $L^{\vec{m}}$ annihilates all the interlacings of hypergeometric solutions of $L_{1}{ }^{\overleftarrow{m}}, \ldots, L_{m}{ }^{\overleftarrow{m}}$, theorems 2.4 and 4.2 imply that $L y=0$ has a Liouvillian solution if and only if $\operatorname{gcrd}\left(L, L^{\vec{m}}\right)$ is nontrivial for some $1 \leq m \leq n$. The Hendriks-Singer algorithm proceeds as follows: if $\operatorname{gcrd}\left(L, L^{\vec{m}}\right)$ has degree 0 for all $1 \leq m \leq n$, then $L y=0$ has no Liouvillian solution. Otherwise, let $m \geq 1$ be the smallest integer such that $R=\operatorname{gcrd}\left(L, L^{\vec{m}}\right)$ is nontrivial. Then, $L^{\vec{m}}=Q R$ for some operator $Q$ of degree $q \geq 0$. Since $\left\{\uplus_{j=1}^{m} z_{h_{j}},\left(h_{1}, \ldots, h_{m}\right) \in \mathcal{H}_{1} \times \cdots \times \mathcal{H}_{m}\right\}$ generates the solution space of $L^{\vec{m}}$, a basis $\left(y^{(1)}, \ldots, y^{(t)}\right)$ of that space can be extracted from that set. If $q=0$, then $\left(y^{(1)}, \ldots, y^{(t)}\right)$ is a basis of the solution space of $R$. Otherwise, let $g^{(i)}=R y^{(i)}$ for $1 \leq i \leq t, N \geq 0$ be an integer such $L^{\vec{m}}, Q$ and $R$ have no singularities at $x=N+s$ for any integer $s \geq 0$, and $M$ be the $(q+1) \times t$ matrix given by $M_{i j}=g_{N+i-1}^{(j)}$ for $1 \leq i \leq q+1$ and $1 \leq j \leq t$. Since $Q g^{(i)}=0$ for each $i$ and $\operatorname{deg}(Q)=q$, the map $\left(c_{1}, \ldots, c_{t}\right)^{T} \rightarrow \sum_{i=1}^{t} c_{i} y^{(i)}$ is an isomorphism between the kernel of $M$ and the solution space of $R$, so we obtain a basis of the solution space of $R$ composed of interlacings of hypergeometric sequences, and those are Liouvillian solutions of $L y=0$. Writing $L=\tilde{L} R$ and applying the algorithm recursively to $\tilde{L}$ eventually yields a basis of all the Liouvillian solutions of $L y=0$.

A prototype implementation of the above algorithm is in the SHASTA ${ }^{3}$ server. While the above algorithm is complete, remark that it really needs to compute the hypergeometric solutions of the $L_{j}{ }^{\overleftarrow{m}}$, s over the algebraic closure of the constant field $C$. A rational alternative based on eigenring computations is developed [2], that alternative computes only in the constant field $C$ of the equation to solve, even if it is not algebraically closed.
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