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This article describes an experiment comparing three Usability Evaluation Methods:
User Testing (UT), Document-based Inspection (DI), and Expert Inspection (EI) for
evaluating Virtual Environments (VEs). Twenty-nine individuals (10 end-users and
19 junior usability experts) participated during 1 hr each in the evaluation of two
VEs (a training VE and a 3D map). Quantitative results of the comparison show that
the effectiveness of UT and DI is significantly better than the effectiveness of EI. For
each method, results show their problem coverage: DI- and UT-based diagnoses lead to
more problem diversity than EI. The overlap of identified problems amounts to 22%
between UT and DI, 20% between DI and EI, and 12% between EI and UT for both
virtual environments. The identification impact of the whole set of usability problems
is 60% for DI, 57% for UT, and only 36% for EI for both virtual environments. Also
reliability of UT and DI is significantly better than reliability of EI. In addition, a qualita-
tive analysis identified 35 classes describing the profile of usability problems found with
each method. It shows that UT seems particularly efficient for the diagnosis of prob-
lems that require a particular state of interaction to be detectable. On the other hand,
DI supports the identification of problems directly observable, often related to learn-
ability and basic usability. This study shows that DI could be viewed as a “4-wheel
drive SUV evaluation type” (less powerful under certain conditions but able to go
everywhere, with any driver), whereas UT could be viewed as a “Formula 1 car eval-
uation type” (more powerful but requiring adequate road and a very skilled driver).
EI is found (considering all metrics) to be not efficient enough to evaluate usability
of VEs.
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1. INTRODUCTION

The primary motivation for this study was the design and validation of Usability
Evaluation Methods (UEMs) for Virtual Environments (VEs). Although many
usability methods are offered in the literature (see, e.g., International Standards
Organisation [ISO], 2001; Law et al., 2009; Nielsen, 1993; Scapin & Law, 2007;
Shneiderman, 1998) the goal of this article is to report on a series of experimen-
tal comparisons focusing on three of the most widely used categories of methods:
Expert Inspection (EI), Document-based Inspection (DI), and User Testing (UT).
More specifically, this study aims at measuring, on two different VEs, the effective-
ness of DI, compared with UT and EI. The main points of investigation concern
the following: the nature, classification, and distribution of usability problems
diagnosed with each method; the overall performance; and problem similar-
ity (for reliability) within-method, between-method, and between-application
effectiveness.

UT is probably the most well-known usability method. Generally, during the
tests, a person participates either in the execution of a set of tasks representative
of those for which the software or new technology was designed or through a free
exploration of the software or new technology. The objective of these tests is to
identify difficulties in use from the users’ spontaneous comments and from var-
ious performance measures such as task execution time, accuracy of the results,
number, and types of errors. Because the collection and analysis of such large sets
of information is complex and difficult, there are a number of tools and technolo-
gies intended to facilitate detection (e.g., eye gaze), recording (e.g., videos, log
files), event classification (video tracks analyzers, etc.), and, of course, statistical
data processing, not to mention the complex installations necessary for testing
new technologies (e.g., simulation, virtual environments, Wizard of Oz, quite an
ancient technique [Chapanis, 1982] but still used for very recent technologies such
as Mixed Reality Environments; Dow et al., 2005).

EI is another popular method, especially in industry. It is an informal evalua-
tion based on the knowledge and experience of usually one (or several) usability
expert(s). The expert diagnoses the problems “theoretically,” that is, according
to his or her knowledge of the most frequently reported problems in the cur-
rent state-of-the-art. This can lead to the quick identification of potential usability
problems and can make it possible to eliminate some of the causes of the prob-
lems. These evaluations are relatively inexpensive because they are relatively fast
and can be carried out quite early in the design process. However, the perfor-
mance of experts depends on their experience and knowledge of the state-of-the
art, which implies strong variations in terms of the amount and type of detected
design errors. Another limitation is, of course, that the diagnosis can relate only to
relatively well-known problems and thus excludes new situations in terms of tech-
nologies, contexts, or users. In addition, the “theoretical” diagnosis arising from
such evaluations can sometimes conceal surprises that can only be discovered
during real use.

DI can supplement the evaluator’s judgment: “In the Document-based meth-
ods (also called Document-based analysis), the usability specialist uses existing
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788 Bach and Scapin

checklists or other documents in addition to his own judgment” (ISO, 2000). There
are several variations in these methods and various sources of documents, for
example, cognitive inspection; conformity to manufacturers’ style guides or cus-
tom “in-house” guides; conformity to handbooks or lists of recommendations;
conformity to ergonomic dimensions (e.g., Ergonomic Criteria: Scapin & Bastien,
1997; Heuristics: Nielsen, 1993); and conformity to proprietary, national, or inter-
national standards (which can, in turn, correspond to general principles or specific
recommendations). An important source of variation of these documents is the
way in which they were constructed and validated: top-down, bottom-up, theo-
retically, bibliographically, empirically, via consensus, via compilations, and so on,
and with complete, partial, or nonexistent validations. The contribution of these
documents to the effectiveness of the diagnosis is obviously related to the more
or less rigorous manner in which these documents were produced. In all cases, an
important limitation of such methods is that they can only contribute to the detec-
tion of already known problems, starting from established knowledge. A strong
constraint of such methods is that the evaluator must have sufficient experience to
be able to use the available documents in a way that is appropriate to the context
of use and efficient for design and evaluation.

This article introduces first the application domain on which the study has
been conducted: VEs. Following a state-of-the-art section on usability methods
comparisons, the third section discusses the main methodological orientations of
the study. Then, the fourth section describes the experimental phases as well as
the participants profiles, the VEs used, the material, and measurements. The arti-
cle then provides the results, both quantitative and qualitative, and concludes by
discussing the limits of the study and identifying further research directions.

2. APPLICATION DOMAIN: USABILITY OF VE

VEs correspond to an application domain for which the issue of usability methods
is both important and novel. VEs are becoming widely used and have expanded
to cover an extensive range of activities. An example of this expansion is the
availability of applications such as Google Earth (http://earth.google.com) or
Geoportail 3D (http://www.geoportail.fr) that allow computer-based access to
3D satellite maps. With such types of applications, users are able to handle
large amounts of data. Although these applications have been adapted for office
computers, in many new contexts of use their keyboard/mouse/screen-based
interactions are not sufficient from a usability point of view. For instance, in a
museum context where social dimensions and diverse user profiles are important
issues, traditional interactive systems are not the answer (e.g., Hughes, Smith,
Stapleton, & Hughes, 2004). Advanced, enriched, even ubiquitous interactions
using large display screens with remote interaction devices (e.g., laser pointers,
oriented sound flows, gesture recognition) are more likely to be used (Dubois,
Truillet, & Bach, 2007). This may result in the interconnection of the Internet and
Virtual/Augmented Reality (Stanney & Davies, 2005). Similarly, classical office
applications are beginning to integrate satisfactorily (Agarawala & Balakrishnan,
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VE Inspections vs. User Testing 789

2006) several interaction features usually incorporated in VEs (e.g., 3D, behaviors,
collision and gravity management). The further dissemination of such advanced
technologies requires a user-centered approach (Williams & Harrison, 2001) and,
particularly, updated usability evaluation techniques for such systems (Durlach &
Mavor, 1995). These systems, particularly certain “disposable” ones, designed for
single use during marketing events (Stapleton & Hughes, 2005), must sometimes
support immediate, fast learning, whereas, on the other hand, a more progres-
sive learning curve is required in the context of specific professional applications
(e.g., numerical models, surgery, maintenance, military applications) or for video
games.

Actually, several studies have highlighted specific usability problems associ-
ated with VEs (Gabbard & Hix, 1997), whereas field studies of Virtual Reality
designers have demonstrated a strong need for human–computer intereaction
knowledge and methods (Kaur, Maiden, & Sutcliffe, 1996). Others have shown
that the designers of VE systems cannot rely solely on the methods developed for
standard 2D graphical user interfaces (GUIs) because their interaction styles and
the use of 3D are radically different from standard GUIs (Bowman & Hodges,
1997; Poupyrev & Ichikawa, 1999; Stanney, Mollaghasemi, Reeves, Breaux, &
Graeber, 2003). Thus, a great effort is needed to make available to designers and
customers a set of usability evaluation methods for evaluation and design that
are adapted to the diversity and complexity of VEs (Bowman, Gabbard, & Hix,
2002).

A few surveys have been published on existing knowledge and research results
about the usability of Human Virtual Environment Interaction. These surveys
concern different topics such as cognition (Wickens & Baker, 1995), usability
characteristics (Gabbard & Hix, 1997), interaction techniques (Bowman, Kruijff,
LaViola, & Poupyrev, 2005; Hand, 1997), usability-centered design (Kaur, 1998;
Sutcliffe, 2003), Human Factors issues (Stanney, Mourant, & Kennedy, 1998),
usability for collaborative VE (Tromp, 2001), state-of-the-art on VE (Stanney, 2002),
UEMs for VE (Bowman et al., 2002), and guidelines compilation classified by
Ergonomic Criteria (Bach, 2004). Most other studies are related to the development
of methods and models dedicated to this type of interaction such as cybersick-
ness questionnaire (Kennedy, Lane, Berbaum, & Lilienthal, 1993), framework for
requirement analysis (Conkar, Noyes, & Kimble, 1999), model and notation of
interaction (Dubois, Nedel, Dal Sasso Freitas, & Jacon, 2005; Kaur, Maiden, &
Sutcliffe, 1999), and tools for usability engineering (Karempelas, Grammenos,
Mourouzis, & Stephanidis, 2003; Stanney et al., 2003). Also, some studies are
concerned with the adaptation of existing UEMs such as cognitive walkthrough
(Sutcliffe & Kaur, 2000), usability questionnaire (Kalawski, 1999), User Testing
(Tromp, Steed, & Wilson, 2003), Ergonomic Criteria (Bach & Scapin, 2003), and
heuristic evaluation (Sutcliffe & Gault, 2004).

Conducting User Testing to evaluate VEs seems to be more difficult than test-
ing GUIs or Web sites. Actually, Bowman et al. (2002) revealed a set of difficulties
involved in designing User Testing dedicated to evaluating VEs. The authors
assigned those difficulties to different categories: physical environment issues, evalu-
ator issues, and user issues. This suggests that designing an efficient user testing to
evaluate a VE, using complex interactive systems, is a challenge.
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790 Bach and Scapin

3. RELATED WORK

When done thoroughly, comparing UEMs is a very complex and lengthy process
especially when researchers follow guidelines from Gray and Salzman (1998) or
criteria from Hartson, Andre, and Willigies (2001). This is probably why there
are not many studies published in the open literature, particularly comparing
Inspection and User Testing: There are about 30 such papers, with several perspec-
tives. Roughly speaking, about one third discuss the issues; another third perform
method comparisons of several variations of the same method (different expertise,
different application domain, etc.), and the last third actually perform comparisons
of different usability methods.

A number of issues have been mentioned in the literature regarding the com-
parison of UEMs. The issues most often reported concern (see Cockton, Woolrych,
Hall, & Hidemarch, 2003; Gray & Salzman, 1998; Hartson et al., 2001; Hornbæk &
Frøkjær, 2005): using the appropriate metrics, the issue of problem severity,
whether putative usability problems extracted in analysis are genuine usability
problems, thoroughness, problem similarity, and usability problem interpretation.

Hornbæk (2009) provided recently an overview of UEMs assessments, which
specified and extended the review by Gray and Salzman (1998), particularly on
the issue of comparing UEMs. Hornbæk identified four main activities in studies
assessing UEMs: evaluation, documenting, matching, and analysis. The first activ-
ity consists in applying a number of UEMs or, in different conditions, a single UEM
to evaluate (usually) one single interactive application. Then, in the documenting
activity, evaluators create a set of descriptions of usability problems, sometimes
using a structured format, sometimes using a free-text format. In the third activ-
ity, a matching of usability problems occurs to identify duplicate problems and to
compare sets of usability problems. Then, in the last activity, problems are counted
both as problem instances (tokens) and, in relation to a classification, as problems
classes concerning different areas of the interface (types or profiles).

According to Hornbæk (2009) these main activities do not support impor-
tant dimensions to consider in UEMs assessment, particularly for formative
evaluations. This is in agreement with Lindgaard’s (2006) critique about the unnat-
ural conditions, unrealistic interfaces and finally poor concern for “downstream
utility.”

The Hornbæk set of activities for UEMs assessments may include a few limits,
for example, focus on problem count, little concern about procedures for matching
problems, limited assumptions about the role of method prescriptions in evalua-
tions, a main focus on how problems are taken up in design, a belief that a single
best UEM exists, and the assumption that usability problems are all real. However,
it is an interesting framework that we use in next section for positioning our own
UEMs comparisons.

4. UEM COMPARISONS APPROACH

Along the four main activities just described, this section discusses the main
methodological issues addressed in this study.
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VE Inspections vs. User Testing 791

4.1. The Evaluation Step

The evaluation activity in UEMs comparisons involves mainly applying different
UEMs, or a single UEM under different conditions. Usually individual evaluators
(including end users) apply one UEM at a time to evaluate one interactive appli-
cation (e.g., GUI, Web site). This step produces a set of usability problems, using
different data-gathering techniques (e.g., thinking aloud, notes, video recording).
It usually tries to answer to the following questions: (a) What is the difference
between UEM1 and UEM2 and UEMn? (b) What is the difference between their
different conditions of use?

Current literature rarely mentions the stability of methods, which can be
assessed through the evaluation of more than one application. Doing so on differ-
ent applications that contain different usability problems allows to check whether
the use of the methods differ from one application to the other. If it does not, it
can be a fair indication of diagnosis stability across application types. To address
this issue, the study reported here assessed the stability of methods through the
evaluation of two quite different VEs (e.g., learning context, tourism context).

Current literature also rarely mentions that the effectiveness of an UEM
Inspection can be compared with a control group. Actually, having a control
group is not frequent in comparative studies, as mentioned by Chattratichart and
Lindgaard (2008): Often only one method (or method variation) is compared to
another. In the study reported here, the effectiveness of the DI was assessed by com-
parison with EI. As a matter of fact, EI, sometimes called Free Inspection, is used as
a control group (Chattratichart & Lindgaard, 2008). This contributes to evaluating
the effectiveness of the Document—in our case a document describing Ergonomic
Criteria for VE (Bach & Scapin, 2005), but it also helps to highlight the usability
problem coverage and variations depending on whether a Document was used for
guidance.

Another issue concerns the realism of problems. Indeed, whatever the method
used, the problems diagnosed can rarely be fully quoted as being real (except
maybe through longitudinal testing studies, in context, with fully developed
software). However, some care can be exerted in that direction. The realism of
problems can be assumed by their source: Problems extracted from user test-
ing are real in the sense that they arise from actual observable problems users
have when using a system (e.g., comments, errors, undos, etc.), in “natural” con-
ditions, that is, the ones that usability practitioners are confronted with while
performing usability evaluations, and preferably with several experimenters ana-
lyzing data. Problems extracted from inspection are real in the sense that they are
directly formulated by human factors specialists with minimal training. In our
experiment, real user difficulties observed are used as a baseline, complemented
with expert assessment; besides, having several methods being assessed allows
problem comparisons, which also contributes to cross-checking the naturalness of
problems.

One question remains: Where are the usability problems coming from? They
can be explicitly generated, that is, programmed into the software for the sake
of the experiment (see. e.g., Pollier, 1991; Scapin & Bastien, 1997) or just exist in
freely available software applications. In our experiment, the choice has been to
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792 Bach and Scapin

carefully select applications rather than to design new ones, which might have
been less realistic (and a very large investment in terms of VE development). One
downside is though that thoroughness cannot be fully established, as usability
problems have not been inserted explicitly.

4.2. The Documenting Step

This step corresponds to the individual description, by evaluators, of usability
problems, using a structured format, or free-text. It sometimes also includes some
levels of severity. Such a description differs depending on the UEM. For inspection
(either Expert or Documented), it is somewhat less complex and much less time-
consuming than for User Testing. It consists in data collection, organization, and
homogenization of the problems diagnosed and documented directly by the par-
ticipants. There, the issue is more to make sure the characterization of problems is
explicit enough, which is addressed in the analysis step (see section 4.4).

For user testing, participants’ interactions and comments (spontaneous think-
ing aloud) are recorded to facilitate direct and postexperiment interpretation.
During the interpretation of the evaluation results, the problems are analyzed by
experimenters as they were expressed in the context of their first appearance, by
replaying the application and checking the participants’ comments from recorded
videos. There, the issue is to distinguish between tokens and false alarms. This was
achieved through consensus, via multiexpert analysis.

Last, the issue of usability problem severity: Even though it is an important
issue, it was not the goal of this study. Usability problems severity was not
assessed in the course of the experiment also for the sake of the experiment dura-
tion; however, with the gathered material and data, it will be possible in the future
to look into problem severity assessment, asking users and/or usability specialists
to position usability problems on a severity scale.

4.3. The Matching Step

This step is usually conducted to compare sets of usability problems and to
identify duplicate problems. For this, more or less structured formats can be
used. In our experiment, both Ergonomic Criteria (Bach & Scapin, 2005) and
the recommendations by Cockton and Lavery (1999) were used. While matching
problems, special care was given to checking the equivalence in profile between
inspection-based problems and user testing-based problems.

For each identified usability problem, an ergonomic criterion was assigned in
order to build an organized map showing the distribution of the usability prob-
lems. This allowed an assessment of the diversity of the problems identified. This
can be considered as a metric representing the coverage of the method considered
and allowing to compare them.

Regarding the means used to extract usability problems, the procedure fol-
lowed the recommendations by Cockton and Lavery (1999) for matching usability
problems, and for judging whether two problems are similar. Problems have been
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VE Inspections vs. User Testing 793

considered similar when the problem identification context, the interaction object
concerned, and/or the interaction consequences (observable or inferable state
changes) are similar.

4.4. The Analysis Step

Besides good experimental design and good statistics, which we do not discuss
here (for details, see Chattratichart & Lindgaard, 2008; Hartson et al., 2001), the
main item used to compare methods is the number of problems diagnosed, one
way or another. Some may argue that such a plain problem count is not an appro-
priate way to assess the predictive power of a method. It is indeed an issue when
considering the importance and priority of problems. However, such a measure, if
carefully derived, makes sense in order to actually compare methods with respect
to their capacity to generate usability diagnoses.

A plain count is indeed not enough; what is needed is careful identification
and classification of problems using a common framework and a coherent for-
mat. Particular attention is required to assess the commonality versus specificity
of usability problems (see the previous section). This will be achieved by itera-
tive pairing of participants’ results to differentiate problems diagnosed by over
two subjects versus specific problems (i.e., reliability). The literature proposes dif-
ferent metrics to measure the reliability sometimes as a kappa (Hartson et al.,
2001) or as the mean number of evaluators finding a problem (Chattratichart &
Lindgaard, 2008). In the current study we used the mean number of evaluators
finding a problem to measure reliability. Concerning the threshold for minimal
reliability of a method, one can consider that a level of reliability of two (two
evaluations discovering the same problem) is the minimal value to reveal a conver-
gence of diagnoses and, of course, an effect of the method used to identify usability
problems. Similarly, method-specific problems and method-shared problems (i.e.,
overlap) have to be distinguished.

In the case of UEM comparison of two applications, two types of analysis can
be assess the various evaluation performances: a comparison of the average eval-
uation performance per evaluator/participant according to the applications and
to the methods used. Another analysis concerned the coverage of methods by use
of Ergonomic Criteria. A comparison of the distribution of the problems on the
Ergonomic Criteria was also carried out.

The calculation of the proportions of similar versus specific problems helps to
highlight the influence of each method on the overall problem identification. Such
influence is further computed by adding the overlapping and the nonoverlapping
proportions involving each method. Such an analysis is interesting as it shows
the proportion of problems due to a particular method compared to the whole set
of problems identified. An analysis is also carried out on the reliability of prob-
lem identification per method. A problem is considered to be identified, using a
particular method, if at least two similar problem evaluations occur in the same
experimental group.

Finally, as mentioned by Connell and Hammond (1999) an important issue is
usability problem interpretation: tokens versus classes. During the gathering of
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794 Bach and Scapin

problems, all problem occurrences/tokens (individual problems. in a particular
application context) are classified under classes of problems, that is, problems
with a similar profile but applied to different contexts, different objects, widgets,
and so on. While counting problems, special care was taken to clearly distinguish
between problem classes and problem tokens.

4.5. Main Orientations for the Experiment

In this experiment, we followed the four main steps of UEMs comparison
described in the previous paragraphs. In short, this study measures the effective-
ness of the Ergonomic Criteria to document an inspection, compared with UT and
an EI. This comparison, carried out on two different VEs, attempts to evaluate the
following six main metrics:

● The distribution of usability problems in terms of Ergonomic Criteria classi-
fication (to evaluate coverage)

● The count of problems identified by each method (to measure evaluation
performance)

● The within-method problem similarity (to evaluate reliability)
● The between-method problem similarity (to evaluate overlap)
● The between-application effectiveness of the methods (to evaluate stability)
● The profile of problems found with the various methods (to distinguish

scope)

5. THE EXPERIMENT

5.1. Phases of the Experiment

Three UEMs (UT, DI, EI) were separately used to evaluate two VEs. Two VEs eval-
uated: an educational software (a 3D video game tutorial) and a 3D map of the
Chamonix Valley (French Alps). Six experimental conditions conducted in three
different experimental sessions (one session per UEM used to evaluate each of
the two VEs). Each experimental session was 1 hr long (30 min to evaluate each
VE). Each experimental condition produced a set of usability problems. Ten par-
ticipants took part individually in the UT, and 19 junior experts took part in
Inspections (10 in DI and 9 in EI). With this experimental design, 29 hr of usabil-
ity evaluation activity performed in a laboratory context were analyzed. Figure 1
shows a synoptic view of the experimental phases for the three experimental ses-
sions. The following sections detail the experimental sessions, tasks, participant
profiles, VEs evaluated, material, data collection, and finally the six main metrics
used for the processing of data.

UT. All participants in UT took part individually in only one experimen-
tal session. That experimental session consisted of two conditions allowing the
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VE Inspections vs. User Testing 795

FIGURE 1 Synoptic view of experimental phases.
Note. VE = Virtual Environments.

evaluation of two VEs, in a counterbalanced order, using a rather broad spectrum
of tasks for VEs functioning on a traditional computer. The instructions given to
the participants were

● for Educational Software: “You have to complete the set of tasks asked by the
virtual instructors.” (Table 1)

● for 3D map: “You have to complete all the tasks described in this paper
document.” (Table 2)

The implemented task scenarios for the 3D educational software correspond to the
four categories illustrated in Table 1. The completion of the whole set of tasks is
possible in 30 min. Actually, an expert in using the system is able to perform the
tasks within 15 min. Table 1 shows that the large majority of the tasks suggested by
the trainer consist of pressing keys to trigger commands in a given context. There
are in fact only four complex tasks. The difficulty of these tasks is not affected by
the choice of difficulty level suggested by the system. Each participant interacts
with the system default values but is free to tailor them.

For the 3D map task, scenarios were presented to participants in a paper doc-
ument (unlike the educational software, which had a virtual instructor). In the
experiments, the participants were asked to carry out a scenario of 10 tasks.
That scenario was aimed at covering several aspects and was divided into
five categories representing 20 subtasks. Table 2 presents the various subtask
categories and their number of appearances within the scenario.
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796 Bach and Scapin

Table 1: Categories of Tasks Implemented in the Educational 3D Video Game

Task Categories N Description Examples

Access to the
simulator

3 The user must use the mouse to
reach mission 1.

The participant must click on one
of the three icons which will
give access to mission 1.

To operate a control 20 The system indicates to the user,
using an instruction posted on
the screen, which key of the
keyboard must be pressed.

The system displays the message:
press on the countermeasures
key “H”

To operate an
unknown control

3 The system requires the user to
activate a command, but it does
not indicate which key to press

The system requires the participant
to activate the hyperpropulsion
to be able to continue the course
of the scenario. It concerns key
“J,” but the user must discover
it.

Complex tasks 4 The system orally requires the
user to carry out a complex
task requiring the satisfaction
of several prerequisites.

During the 17th task, the system
requires the user to destroy a
large vessel by destroying 5
specific subtargets from a set of
15 subtargets.

Table 2: Various Categories of Tasks Associated With the User Testing Using Chart 3D

Task Categories N Description Examples

Configuring the
interface, use of
tools

5 Aims to simulate the use of
certain tools, to check if the
interface parameter setting is
efficient.

Identifying information from a
panel can be done using a screen
capture tool. Or, set field of
vision to 90◦.

Controlling
automatic visits

2 Aims to check if the participant
manages to control the
automatic visits.

In task 1 of the scenario the user is
asked to stop the automatic visit
to consult information on a
panel.

Finding an object, a
specific piece of
information

5 Aims to evaluate system
effectiveness in highlighting
information or objects useful to
a task.

Several tasks of the scenario
require the user to find panels of
information associated with
various ski resorts

Seeking a particular
place

5 Aims to evaluate system
assistance in a navigation task.

The participant is asked to return
to the top of Mount Blanc or the
needle of Argentière.

Controlling
movement

3 Aims to evaluate the efficiency of
the means of movement
available in the VE.

The participant is requested to turn
him(her)self around or to move
around an object.

Note. VE = Virtual Environments.

The completion of the whole set of tasks is possible in 30 min. Actually, a system
expert can carry them out in about 15 min. Table 2 shows that the distributions of
the various categories of task are nearly equivalent, even though navigation tasks
(search for places and/or objects) have been highlighted, particularly at the begin-
ning of the scenarios. That aspect is one of the difficulties most often associated
with VE interaction.
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VE Inspections vs. User Testing 797

DI. In this experimental condition, no particular inspection strategy was sug-
gested. Each one of the 10 participants carried out the entire protocol individually.
The DI using the Ergonomic Criteria consisted of four phases.

During the first phase, the experimenter asked the participants to read in its
entirety the document presenting the Ergonomic Criteria, with their definitions,
justifications, examples of recommendations, and applications. There was no time
constraint for reading the document. Previous work (Fischoff, 1982) indicated that
a reading phase, which can be considered here as making the reader aware of a
choice model (Zachary, 1986), can be an approach for producing a debiasing effect
that may improve the diagnosis activity.

In the second phase, the participants were asked to read the experimental
instructions indicating the steps to be followed:

The experimenter will introduce you a 3D application to evaluate. You have to detect
in your own way usability problems in this application. You can refer anytime to the
document describing Ergonomic Criteria you read before. When you find a usability
defect, you have to describe it aloud and write it down. After 30 minutes you will
evaluate another 3D application.

Then the experimenter provided a general presentation of the first applica-
tion. After making sure the instructions were well understood, the experimenter
returned to the technical zone of the usability laboratory to monitor and record the
participants’ activity.

During the third phase, which consisted in the DI of the first application, the
participants had to briefly (during 30 min) describe, vocally, and/or in writing, the
usability problems they identified.

During the fourth phase, the experimenter presented the second application to
be inspected, the procedure being the same as in Phase 3. At the end of that second
30-min phase, the inspection was stopped and the experiment ended.

EI. Such an inspection can be carried out at various levels of expertise. In
this experiment, the available expertise was junior expertise. In these experimen-
tal inspections, as with the others, no particular inspection strategy was suggested.
All nine participants carried out the entire protocol individually, through the same
three phases as the three last phases of the DI (i.e., instructions, evaluation of the
first VE then evaluation of the second VE).

5.2. Participants

There were two different categories of participants: end-users who took part in
UT and advanced students in ergonomics who took part in the two types of
inspections.

The group of participants in UT consisted of five men and five women, 19 to
24 years old, the average being 21.8 years (SD = 1.5). All participants’ sight
and hearing abilities were normal or corrected-to-normal. Six of the university
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798 Bach and Scapin

students were 2nd-year psychology students, one was a 3rd-year English student,
one a master’s student in ecology, and one a master’s student in communication.
All participants used a traditional computer (i.e., GUI, screen, keyboard, mouse)
regularly at the university.

Initially, participants sought for this study were those familiar with the use of
traditional computer equipment but not with 3D applications. This profile was
required for two reasons: (a) The evaluated applications, although being in 3D,
operate on a traditional computer, and (b) the aim was to limit the role of the “gen-
der” factor by recruiting an equal number of women and men. Men are known to
be more likely to be 3D video games users than women (Adamo-Villani, Wibur
& Wasburn, 2008; Green & Bavelier, 2006); therefore, we thought it would have
been easier to recruit both men and women who are not frequent 3D video game
players. But, despite a strict recruitment process conducted with more than 200
people, the men recruited were slightly more familiar with this type of comput-
erized environment. On the other hand, it would have been harder to look for an
equal number of women familiar with 3D applications. Besides, recruiting people
who are very familiar with 3D applications would have considerably increased the
chances of recruiting people having already played with the educational software
video game evaluated in this study.

The group of 19 participants in the two types of inspections (DI and EI) was
all 5th-year students in work psychology; all trained in software ergonomics. The
training was mainly theoretical; they did not have practical experience in usabil-
ity inspection and they had not attended a course on the Ergonomic Criteria for
GUIs. Their knowledge of VEs was almost nonexistent; none of them had experi-
ence with the VE applications evaluated in the experiment. The participants were
randomly affected to the two inspections conditions: 10 students for the DI (5 men,
5 women; M age = 24.5 years, SD = 2.5) and 9 students for the EI (3 men, 6 women;
M age = 26 years, SD = 7).

5.3. The Two Virtual Environments

The two VEs selected for the experiment do not use sophisticated VE platforms
to simplify the physical issues mentioned by Bowman et al. (2002): “In VEs, non-
traditional input and output devices are used, which can preclude the use of some
types of evaluation. Users may be standing rather than sitting, and they may be
moving about a large space, using whole-body movements” (p. 405). The training
VE was a desktop educational video game (Microsoft Game Studios, 2000) that
reproduces the cockpit of a spaceship. It is an entirely simulated environment. The
interaction with the system was performed using the keyboard (the mouse is not
usable in the game itself but only in the system requirements area). It is possible
to choose the level of complexity of the game (three choices: “easy,” “medium,”
“difficult”). In the game scenario, the VE was a flight simulator in which a par-
ticipant had to learn how to use a spaceship in order to use it effectively in game
missions. The mission evaluated in the experiment was “Mission 1,” supposedly
the simplest. In this training mission, a virtual and automatic trainer explains how
to use the basic commands of the spaceship and asks the players to carry out a
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FIGURE 2 Screen pages of the two desktop Virtual Environments evaluated.

certain number of exercises. Guidance is supported by two sensory channels as
outputs: the audio channel (the virtual trainer explains orally) and the visual chan-
nel (the system posts messages on the screen, reveals targets, etc.). The point of
view of the user, by default, is egocentric from the cockpit of the spaceship (see
Figure 2), the hands of its avatar being visualized. The user can modify this point
of view. The educational software follows a constrained scenario, which requires
carrying out the tasks progressively in order to move from one task to the next.
The scenario provides 35 tasks at various levels of difficulty. The system can sim-
ply require the participant to press a key or to carry out a complex task requiring
planning, subobjectives to reach and movements.

The tourism VE uses Terra Explorer 4.0.0 (Skyline Software Systems, Chantilly,
VA), which requires a high bandwidth Internet connection. Interaction with the
system is mainly performed via a mouse. This VE uses only visual output; it
does not include sound. The users’ point of view is egocentric (Figure 2); there
is no representation of an avatar. Movements are carried out according to several
interaction metaphors:

● As with a helicopter, the user must control his or her movements either
directly on the 3D map or with a virtual flight interface.

● When moving a map, the user’s point of view remains fixed; he or she can
move the 3D map using three modes. A panoramic mode (the map turns
around the virtual position of the participant), a rotation mode (the map turn
around its own center), and a slip mode (the map moves along a plan).

● By jumps: The user jumps from a starting point to a point of arrival, seeing
the movement which is entirely automated.

● By teleportations: The user goes from the starting point to the point of arrival
without seeing the movement, which is instantaneous.

This application allows a user to visit a 3D map of the Chamonix Valley gener-
ated from geographical data (aerial pictures and/or satellites). It allows the user to
collect tourist information about the valley through information panels or links to
Web sites.
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800 Bach and Scapin

5.4. Material

In this section we present the experimental apparatus used in this study: computer
equipment, the experimental document describing the Ergonomic Criteria, and
the laboratory in which the experiments were carried out.

Computer equipment. The two VEs operate on same computer equipment.
It is a rather traditional hardware configuration corresponding to the majority of
current computers with screen, mouse, keyboard, and speakers.

Document. The document used in this study is an adaptation of the
Ergonomic Criteria to VEs that followed the three phases proposed by Scapin
(1990) to organize human factors knowledge: the collection and organization of
experimental results, followed by an experimental validation of the dimensions
obtained (see Bastien & Scapin, 1992), and concluding with an experimental eval-
uation of the utility of Ergonomic Criteria-based inspection methods (for GUIs,
see Bastien & Scapin, 1995; and for the Web, see Bastien, Scapin, & Leulier, 1999;
Leulier, Bastien, & Scapin, 1998).

Similarly, the first phase of the adaptation of Ergonomic Criteria to VEs con-
sisted of a thorough analysis of the literature, leading to the compilation of
170 ergonomic recommendations dedicated to VEs, classified by a series of 20
Ergonomic Criteria and by a corresponding set of 73 interactive elements to
which these recommendations applied. This initial work led to the creation
of two new Ergonomic Criteria: Grouping/Distinguishing by the Behaviour and
Physical Workload, and to the modification of the criterion Significance of codes and
denominations into Significance of codes, denominations, and behaviors.

Based on this work, a document was compiled that presented the definitions,
justifications and examples of applications of the Ergonomic Criteria adapted
to VEs. This document was used in an initial experimental validation. The sec-
ond phase of the adaptation of the Ergonomic Criteria to VEs consisted of an
intrinsic validation (Bach & Scapin, 2003) which led to an edited version of the
Ergonomic Criteria adapted to VEs (Bach & Scapin, 2005). The modifications,
which attempted to limit the very few wrong assignments and overgeneralizations
observed, were addition of new examples, addition of comments allowing a better
distinction between criteria, and the refinement of some definitions to ensure good
independence and distinctness.

The Document itself consists of two parts. The first part is the list of the
Ergonomic Criteria (see Figure 3). This list is made up of three levels of criteria.
The first level consists of eight main criteria. Five of these are subdivided in subcri-
teria (second-level criteria) from which some are subdivided into sub-subcriteria
(third-level criteria). The term elementary criterion refers to the criterion or subcri-
terion that is not further divided. Overall, the list contains 20 elementary criteria
(bold in Figure 3).

The second part of the document presents each criterion individually, one crite-
rion per page, including its definition, its justification, and examples of ergonomic
recommendations. On average, the whole document is read in 25 min (SD = 5) by
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VE Inspections vs. User Testing 801

FIGURE 3 List of ergonomic criteria for Virtual Environments.

the experts having taken part in the intrinsic validation of the Ergonomic Criteria
(Bach & Scapin, 2003).

The laboratory. The experiment was conducted at the Pergolab platform
of Metz University (France). This usability laboratory is equipped with a video
unit, sound recording devices, and one-way mirrors. In this study, the three
video/sound recordings (behavior of the participant) were synchronized on the
same channel, with the video output of the computer, the keyboard, and the
mouse.

5.5. Data Collection and Analysis

To assess methods, both quantitative and qualitative analyses were required. As
previously described in the sections titled Related Work and UEMs Comparison
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802 Bach and Scapin

Approach, quantitative analyses show the distribution of problems in term of
Ergonomic Criteria classification, the evaluation performance, the reliability, the
overlap, and the stability of each method. Qualitative analysis shows which profile
of problems are common versus specific to each method.

Time was recorded continually for all experimental conditions. Time has been
mainly used for calibrating the session length and for task duration in User
Testing.

The next sections describe the various metrics used to evaluate the methods
individually and to compare them. A global qualitative analysis is then presented
with the goal of illustrating the differences in problem profiles, depending on the
evaluation methods used in the experiment.

Metrics used to evaluate different aspects of each evaluation method.
Three different main metrics was used to evaluate different aspects of each
method. As mentioned in the previous section, we are interested to evaluate more
dimensions of UEMs than plain count:

● The evaluation of coverage by classification of usability problems using
Ergonomic Criteria. The assignment of each problem to Ergonomic Criteria
was performed by experimenters also for the DI group because the partic-
ipants did not have time to perform it themselves. This is understandable
when comparing the time available to discover and carry out the inspection
of an application (30 min) to the time that was necessary (48 min, SD = 9)
for usability experts to classify 40 problems for a single assignment task
(Bach & Scapin, 2003). Obviously 30 min was not sufficient to both identify
and characterize the problems with the Ergonomic Criteria.

● The evaluation performance was calculated from the average number of prob-
lems highlighted in the evaluations as well as the group performance;
moreover, t tests were conducted to check the effect of gender and application
factors.

● The reliability was evaluated as the mean number of evaluators finding a
problem (Chattratichart & Lindgaard, 2008).

Metrics used to compare evaluation methods. As indicated in the UEM
Comparisons Approach section, different metrics are used to compare methods
such as reliability (by use of Kruskal-Wallis analysis of variance [ANOVA] and
U tests) and evaluation performance (by use of ANOVA and t tests). This sec-
tion describes more precisely first the comparisons in terms of coverage, then the
qualitative analyses.

First, the analysis concerned the coverage of methods by use of Ergonomic
Criteria. A comparison of the distribution of the problems on the Ergonomic
Criteria was carried out. Through the use of 3D histograms presenting in the
X-coordinate (X) the Ergonomic Criteria, in ordinate (Y) the number of the iden-
tified problems, and in depth (Z) the type of method used. This resulted in two
graphs for each application. This type of graph allows the visualization of the
variations according to the methods used.
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VE Inspections vs. User Testing 803

A qualitative analysis concerned the assignment of problem tokens (i.e., indi-
vidual occurrences of usability defects) identified with each UEM. This was
based on the Ergonomic Criteria assignment performed in a previous stage. Two
classifications were conducted.

The first classification attempts to show problem specificity and overlap between
UEMs. Seven classes of problem have been used: problems common to all meth-
ods, problems common to UT and DI, problems common to DI and EI, problems
common to UT and EI, problems specific to UT, problems specific to DI, prob-
lems specific to EI. These classes are named “Overlap Classes,” even though they
include classes that are specific but from the point of view of overlapping.

The second classification, attempts to cover the main profiles of tokens. These
classes are named “Problem Profile Classes.” This qualitative classification fol-
lowed a strategy of aggregating Problem Profile Classes initially classified by
Overlap Classes. The focus has been on a characterization of the problem profile
by looking at the problem identification context, the interaction object concerned,
and/or the interaction consequences (observable or inferable state changes).

6. RESULTS

This section describes the results of the experiment based on the various analyses
previously described. The results first concern each individual method, then the
comparison of methods, and finally the qualitative analysis.

6.1. Problems Diagnosed With Each Method

Diversity of problems identified with UT. Figures 4 and 5 show the distri-
bution (assigned to the Ergonomic Criteria) of the problems identified with all
methods. The focus here is only on user testing. There is no strong interapplica-
tion difference in terms of problem distribution. Two Ergonomic Criteria were not
used to characterize the problems: Informational Density and Physical Workload. The
latter is explained by the fact that physical problems were avoided in the choice of
applications to preserve the well-being of the participants.

The capability of problem assignment to Ergonomic Criteria seems satisfactory,
as all problems were allocated to the Ergonomic Criteria. For this reason, the cov-
erage of Ergonomic Criteria seems satisfactory and sufficient to assign the actual
problems identified during UT. In terms of application diversity, for 3D educa-
tional software (Figure 4) problems are distributed along 17 elementary criteria,
while for the 3D map (Figure 5), the problems are distributed along 15 elementary
criteria. Overall, UT led to a wide diversity of problems.

The evaluation performance with UT. The evaluation performance is on
average 29.40 (SD = 9.59) problems identified by participant for the 3D educa-
tional software and 25.60 (SD = 4.70) for the 3D chart.

A student’s t test was calculated to determine the effect of first application
type (20 measures) and secondly gender of the participants (20 measures) on
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804 Bach and Scapin

FIGURE 4 Comparison of design flaws per method in the 3D educational software.

FIGURE 5 Comparison of designs flaws per method in the 3D map.
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VE Inspections vs. User Testing 805

evaluation performance. There is no significant difference between the two appli-
cations, t(18) = 1.01, p = .327, two-tailed; on the other hand there is a significant
effect of the participants’ gender, t(18) = 2.814, p = .011, two-tailed. This difference
may be explained by the fact that women are generally less exposed to interac-
tive 3D applications, particularly 3D video game or other factors as mentioned in
Adamo-Villani et al. (2008).

Reliability of the results with UT. Figure 6 shows the percentage of design
flaws identified in each VE. Figure 6 shows also the number of user testing ses-
sions identifying similar problems. In other words, Figure 6 shows the distribution
of percentage of design flaws by a reliability degree for each VE evaluated. A
problem is considered to be specific when only one UT identified it. A problem
is considered to be similar as soon as it is identified in at least two cases. There
is a large difference between the applications in terms of specific problems: 42.8%
of the problems on the 3D map are specific, against 25% for the 3D educational
software. As mentioned before, this variation can be explained by the constraint
of the 3D educational software scenario on the exploration of the application. The
3D map leaves much more freedom for exploring new contexts of use, particu-
lar manipulation trials (M = 3.12). Also, similar problems (from three degrees of
reliability, the same problem diagnosed by at least three different tests) are overall
more numerous for the 3D educational software (M = 3.96).

Diversity of problems identified by DI. Figures 4 and 5 show that the prob-
lems identified are distributed across all the criteria without exception. This shows

FIGURE 6 Similarity of problems identified during User Testing.
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806 Bach and Scapin

that the group of participants used all the Ergonomic Criteria presented in the
document. Concerning the diversity of problems identified by application, the
evaluation of the 3D educational software (Figure 4) leads to problems distributed
across the 20 elementary criteria, which corresponds theoretically to a maximum
coverage. For the 3D map (Figure 5), 16 elementary criteria are used to assign the
identified problems. This result shows that the DI using the Ergonomic Criteria
allows an evaluation covering a large number of different ergonomic dimensions
and leads to the identification of a large variety of usability problems.

The evaluation performance of DI. The evaluation performance averages
25.10 (SD = 7.37) problems identified by participant on the 3D educational soft-
ware and 21.60 (SD = 7.99) problems for the 3D map. A student’s t test was
calculated to test the effect of application type and gender on the evaluation per-
formance. There is no effect of the application, t(18) = 1.018, p = .322, two-tailed,
or gender, t(18) = 0.836, p = .414, two-tailed, on the performance of evaluation.

Reliability of the results concerning DI. Figure 7 shows the percentage
of design flaws identified in each VE and also the number of Document-based
Inspections sessions identifying similar problems (reliability). There is a variation
of 6% between the specific problems of the 3D educational software (33%)
reliability, which is on average 3.19, and those of the 3D map (39%) reliabil-
ity, which is on average 2.53. This highlights the homogenization effect of the

FIGURE 7 Similarity of problems identified during Document-based Inspections.

D
o
w
n
l
o
a
d
e
d
 
B
y
:
 
[
S
c
a
p
i
n
,
 
D
o
m
i
n
i
q
u
e
 
L
.
]
 
A
t
:
 
0
8
:
1
6
 
2
7
 
J
u
l
y
 
2
0
1
0



VE Inspections vs. User Testing 807

Ergonomic Criteria on the problems diagnosed for both VE evaluated. The per-
centage of problems common to at least two participants rates between 61%
and 67%.

Diversity of the problems in the EI group. Figures 4 and 5 show that the
problems identified with EI are distributed differently according to the applica-
tions. For example, no participant diagnosed any problem related to the criteria
Conciseness and Taking into account the user’s experience for either application.
Problems diagnosed on the 3D educational software (Figure 4) were distributed
among 11 elementary criteria, particularly the criteria Compatibility and Guidance.
The problems diagnosed on the 3D map (Figure 5) are distributed among
15 elementary criteria. This shows, at least for the 3D educational software, that
the problems are not very diversified compared to what is possible to obtain
theoretically.

Evaluation performance with EI. The evaluation performance of the EI
group is, on average, 7.56 (SD = 3.43) problems identified by each participant
for the 3D educational software and 11.25 (SD = 4.98) problems identified for
the 3D map. A student’s t test was calculated to test the effect of application
type and gender on the evaluation performance. There is no significant effect
of the application type, t(15) = –1.800, p = .092, two-tailed, or gender, t(15) =
0.026, p = .980, two-tailed, on the evaluation performance. It also shows that the
evaluation performance is quite similar in the two applications: For educational
software, 8 problems were identified on average; for the 3D map, 11 problems
were identified on average.

Reliability of the results concerning EI. Figure 8 shows the percentage of
design flaws identified in each VE and the number of DI sessions identifying
similar problems (reliability). There are no problems common to more than 6 par-
ticipants. With regard to specific problems, there is a variation of 15% between
the 3D educational software (70%) reliability, which is on average 1.69, and the
3D map (55%) reliability, which is on average 1.76. Overall, EI leads to a larger
proportion of specific problems.

6.2. Quantitative Comparison Between the Various Methods

Distribution of the problems identified by use of Ergonomic Criteria.
Figures 4 and 5 show the distribution of the number of problems using the var-
ious methods (assigned to the Ergonomic Criteria). Figure 4 presents the results of
the 3D educational software, and Figure 5 presents the results of the 3D map.

Comparing the diversity of results obtained with each method, one can
observe in Table 3 that the DI and the UT show less problem diversity on the
3D map: They are distributed on a maximum diversity of 18 criteria, as this
application does not include problems associated with Informational Density and
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808 Bach and Scapin

FIGURE 8 Similarity of problems identified during Expert Inspections.

Table 3: Usability Coverage for Each Method

User Testing DI EI Maximum Coverage

Educational 3D 17 20 10 20
Map 3D 15 16 15 18

Note. DI = Document-based Inspection; EI = Expert Inspection.

Grouping/Distinguishing by Behavior (Figure 5). By comparing the diversity of the
results for each method compared to the maximum diversity, one can notice
that the DI allowed the identification of a larger diversity of problems than UT
and EI.

A quite interesting result in Figures 4 and 5 is that the same criteria distribu-
tion appears, whatever the method. However, there are scaling effects for the EI
group where the distribution is similar, but where maximum values are lower (this
reflects the fact that the overall performance of that EI group is lower). On some
criteria, the distribution is even equal in terms of problem numbers: for exam-
ple, for Compatibility with the educational software 3D (Figure 4) or for Guidance
with DI and UT on the 3D map (Figure 5). This shows that there is a between-
method consistency with respect to the types of usability problems present in the
applications.

Average evaluation performance per participant. As mentioned before,
two one-way ANOVAs were performed. The first shows that there is no effect
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VE Inspections vs. User Testing 809

of the application type on the evaluation performance F(1, 55) = 0.118, p = .733.
The second shows a significant effect of the method on the evaluation perfor-
mance, F(2, 53) = 34.325, p = .000. An additional analysis using two students’
t tests shows that there is no significant difference, t(36) = 1.638, p = .1096, two-
tailed, between the evaluation performance of the DI group and the UT group. On
the other hand, there is a significant difference, t(35) = 6.62, p = .000, two-tailed,
between the evaluation performance of the DI group and the EI group. Another
significant difference, t(35) = 8.600, p = .000, two-tailed, is found between the UT
group and the EI group.

This result shows that DI leads to finding almost as many problems as with the
UT method. It also shows that the document describing the Ergonomic Criteria has
a significant effect on the evaluation performance in inspection situations. In other
words, inspections carried out using the document describing the Ergonomic
Criteria allow identification of, over a given time, a more significant number
of usability problems than during inspections based solely on the evaluators’
knowledge. This result is very encouraging, taking into account the fact that the
participants are beginners in terms of usability inspection on VEs and that they
only discovered the Ergonomic Criteria during the experiment.

Overlap of problems between the various methods. Here we focus on the
proportion of overlap between-methods as well as the proportion of the problems
specific to each method. For the 3D educational software 24% of the problems
found are specific to the UT group, 19% are specific to the DI group, and 5% to the
EI group. On the other hand, 23% of the problems were identified by both UT and
DI groups and 11% by both UT and EI group. Eighteen percent of the problems
were identified by both DI and EI groups.

Concerning the 3D map, the proportion of problems specific and similar to each
method are overall identical to those of the 3D educational software: 22% of the
problems are specific to the UT group, 18% to the DI group, and 5% to the EI
group. Twenty-two percent of the problems were identified by both UT and DI
groups, and 12 % by both UT and EI group. Twenty-one percent of the flaws were
identified by both DI and EI groups.

Looking now at the impact of each method on the identification of the whole
set of problems by application, that is, to the proportion of problems identified by
each method, the results show that the UT group found 58% of the whole set of
educational software problems and 56% of the 3D map problems. The DI group
found 60% of the educational software and 61% of 3D map problems. Finally the
EI group identified 34% of the educational software and 39% of 3D map problems.

This result shows that the DI group identified a proportion of problems almost
twice as large as the EI group. It also shows that the proportion of problems found
with the DI is slightly higher than for the UT group.

Comparison of the reliability of the problems identified by the various
methods. Two types of comparison were performed, first between methods to
test the level of reliability and second between applications to test its stability.
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810 Bach and Scapin

The distribution was not normal in all cases hence non-parametric statistics
were used. Concerning the effect of method on reliability, a Kruskal-Wallis one-
way ANOVA was performed. The test reveals a significant effect of methods,
H(2) = 30.488, p = .0000. Further investigations with Mann-Whitney U test show
several interesting results about the level of reliability. First, UT and DI allow a sig-
nificantly better reliability level than EI, for both VE evaluated (UT vs. EI: U-test
z = 5.235, p = .0000; DI vs. EI: U-test z = 4.353, p = .0000; global means for each
methods are UT = 3.51, DI = 2.85, EI = 1.73). In all cases, the level of reliability of
UT and DI is above the threshold fixed at 2 and the EI is below this threshold. A
marginal difference was found between UT and DI only on the educational soft-
ware (U-test z = 1.705, p = .0882; means are UT = 3.96, DI = 3.19) but not on the
Chart 3D (U-test z = 0.7106, p = .4773; means are UT = 3.12, DI = 2.53). This result
shows that UT seems to have a highest level of reliability than DI in the evaluation
of the educational software, an application binding itself his exploration by users
or evaluators.

A second set of tests was used for the stability of reliability across applica-
tions. A Kruskal-Wallis one-way ANOVA was performed and reveals a significant
effect of the applications on reliability, H(1) = 5.827, p = .0158. U tests show a
significant difference of the stability of reliability on UT (z = 2.243, p = .0249;
means are educational software = 3.96, Chart 3D = 3.12). A marginal effect was
found with the DI (z = 1.766, p = .0774; averages are educational software =
3.19, Chart 3D = 2.53) and no effect with EI (z = 1.026, p = 0.3049; averages are
educational software = 1.69, Chart 3D = 1.76). This result reveals that the DI group
is much more stable than the UT group concerning the stability of reliability across
applications. Following this rationale, one can state that EI is very stable across
applications but with a poor level of reliability (under the threshold of 2). One can
note a convergence of the reliability level of this EI group (1.7) with the reliability
level that Chattratichart and Lindgaard (2008) have reported for their Heuristic
evaluation group (1.5).

6.3. Qualitative Comparisons

This section describes the classification procedure and coverage, then the classifi-
cation results, which are mainly illustrated in Table 4.

Table 4: Distribution of Classes of Problem Profiles Over “Overlap Classes”

Overlap Classes

Profiles of Problems Com. All UT/DI DI/EI UT/EI UT DI EI

Lack of guidance on interactive
objects

1 (51) 3 (29) 2 (36) 3 (5) 3 (20) 2 (9)

Guidance unsuited to the
interaction context

2 (46) 1 (42) 4 (14) 10 (5)

Lack of guidance on task in
progress

4 (36) (6) 7 (11)

Lack of guidance on task goals 9 (9)

(Continued)
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VE Inspections vs. User Testing 811

Table 4: (Continued)

Overlap Classes

Profiles of Problems Com. All UT/DI DI/EI UT/EI UT DI EI

Lack of guidance on task action
sequence

10 (8)

Lack of guidance toward a
previous state

6 (18) (2)

Guidance unsuited to the user’s
virtual position

(14) (6)

VE learnability – error in scenario
progression

3 (43)

VE learnability – information
timing

(7) 3 (27)

VE learnability – lack of
reminders

4 (21)

VE learnability – lack of error
correction

(7) 9 (7) (5)

VE learnability – lack of free
discovery

8 (10) (3)

Lack of significance leading to an
misunderstanding

5 (31) (5) 3 (8)

Lack of significance leading to a
mistake

7 (21)

Doubts about the meaning of the
wording

(5) 1 (37) (4) (2)

Lack of control over motion or
moving

6 (24) 9 (8) 7 (15) 5 (12)

Problems when selecting objects
while moving

(8)

Overall legibility problem (14) 5(21) (3) (4)
Legibility problems with

information
5 (14)

Legibility problems from a
particular standpoint

6 (12) (6)

Lack of compatibility with users’
profiles

8 (13) (2) 5 (7)

Lack of compatibility with users’
expectations

9 (18) (5) 6 (11) (5)

Recommendations for solving
problematic situations

10 (16) 8 (6)

Doubts about help effectiveness (4) 1 (7)
Doubts about overall VE

efficiency
(15) 7 (10) 10 (7) 2(26) (3)

Doubts about specific command
efficiency

7 (6)

Doubts about feedback quality (3) 6 (7)
Doubts about function utility 9 (5)

(Continued)
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812 Bach and Scapin

Table 4: (Continued)

Overlap Classes

Profiles of Problems Com. All UT/DI DI/EI UT/EI UT DI EI

Criticisms about object absence,
position, or inadequate size

(14) (5) (5) 1 (12) 1 (3)

Lack of presentation conciseness 4 (18) (4) (4)

Lack of consistency between
different VE contexts

(6) 1 (32) 4 (7) 2 (3)

Lack of consistency between
different VE modalities

8 (20) 8 (9) (3) 3 (2)

Wayfinding or orientation
problems

2 (6) (4) (4) 4 (2)

Interaction technique problems 2 (38) (5) (2)
Problems about emotional design 10 (8) (2)

Note. UT = User Testing; DI = Document-based Inspection; EI = Expert Inspection; VE = Virtual
Environments.

Classification procedure and coverage. In a first step, a set of 46 Problem
Profile Classes was identified. From these Problem Profile Classes and Overlap
Classes, a table was designed to illustrate the sorted problem tokens (rows: Problem
Profile Classes; columns: Overlap Classes). From this table, an ordered list of prob-
lem token frequency (number of tokens per Problem Profile Class) was extracted for
the seven Overlap Classes. For each Overlap Class, the 10 most often identified
problem tokens were selected to characterize each class. That way, a list of the 33
most frequent Problem Profile Classes was obtained.

The table was then completed with all other problem tokens not selected based
on frequency. Also, in the same table, two additional Problem Profile Classes have
been included. These classes did not produce a high-enough frequency to be part
of the top 10 classes but were selected due to their very specific profile to vir-
tual environments: (a) problems related to inaccurate prompting about the user
position in the VE; (b) problems related to object selection during a user move in
the VE.

Therefore, the current classification (Table 4) of Problem Profile Classes con-
tains 35 classes. Two types of information are provided: in bold, from 1 to 10, the
frequency associated with Problem Profile Classes; in parentheses, the frequency
of each problem token for each Problem Profile Class within the Overlap Classes.
This allows the further qualitative interpretation of the problem profile differences
depending on the usability method used.

The 35 Problem Profile Classes cover 93% of the 1,225 problem tokens identi-
fied in all experimental conditions, by either one of the methods, as assigned to
the 7 Overlap Classes in Table 4. That table contains two types of information: in
bold, from 1 to 10, the order of frequency associated with Problem Profile Classes;
in parentheses, the frequency of each problem token of each Problem Profile Class
within the Overlap Classes. In other words, the first digit refers to frequency rank-
ing and the second one refers to the number of instances; for example, “1 (51)”
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VE Inspections vs. User Testing 813

means that it is the highest frequency ranking, corresponding to 51 instances of
the same problem, identified with each method, with the following profile Lack of
guidance on interactive objects. This allows the further qualitative interpretation of
the tokens profile differences depending on the usability method used.

The following sections presents the results interpreted from Table 4. The clas-
sification results concern the profiles of problems specific to each method, the
problems identified only with inspections, the problems identified only with UT
and DI, and problems identified by all three methods, including four level of
consistency of profiles problem classes.

Problems specific to each method. The focus is here on the three Overlap
Classes to the right of Table 4: EI, UT group, and DI group. These three Overlap
Classes show a set of problem situations that are specific to them. These classes are
named Specific Overlap Classes.

For the EI group, problem tokens have been related to four Problem Profile
Classes (mainly for consistency issues). However, the identification performance
(in parentheses) of the EI group compared to the other methods is quite low.
Therefore, one cannot consider that the EI group did identify classes of problems
that are specific to their profile, unlike the other methods.

For the UT group, problem tokens have been related to three Problem Profile
Classes (mainly for guidance issues, both on task goals and on action sequence).
In addition, a particular Problem Profile Class has been identified both by this
UT group and by the DI group, even though in a less efficient manner. This
category covers the problem tokens related to the lack of opportunistic discovery
of the 3D training (in other words, the application does not allow the user to
explore).

For the DI group, problem tokens have not been, strictly speaking, related to
the main Problem Profile Classes but correspond to problem-prone situations as
expressed by the participants. Such situations concern the efficiency of certain
commands or functions and their utility.

Problems identified only with inspections (Document & Expert). A set of
seven Problem Profile Classes have been identified in inspection situations only
(DI & EI). Three of these classes have also been identified by the User Testing
group (2, 5, 8, respectively). However, inspections have been more efficient on
these classes (higher frequency of problem tokens).

The heuristic convention was the following: Overlap Classes are not considered
efficient if their maximum frequency of problem tokens is inferior to the third of the
Problem Profile Class with the highest problem tokens frequency. For instance, for
the category Overall legibility problem, four Overlap Classes are represented: All,
DI/EI, UT, DI. The most efficient Overlap Class is DI/EI with 21 problem tokens, the
second is All (UT = 5_DI = 5_EI = 4), the third is DI = 4, and the last is UT = 3. The
rejection threshold is 21/3 = 7 problem tokens. The condition rejected is therefore
UT, which is always inferior to 7.

For these seven Problem Profile Classes, more problem tokens have been iden-
tified in the DI condition. It can therefore be recommended to use that evaluation
technique for identifying such problems. These categories are
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814 Bach and Scapin

● User guidance to return to a previous system state
● Problems related to the learnability of the VE, for example, lack of redundancy in

operational instructions
● Compatibility with the user profile
● Quality of feedback
● Timing of information presentation (rate of prompting, reading time allowed,

etc.).
● Overall legibility problems
● Doubts about the meaning of the wording

Profiles of problems identified only with UT and DI. Five Problem Profile
Classes have been identified by both UT and DI:

● Problems associated with interaction devices
● Problems of legibility identified from specific virtual positions
● Problems related to Emotional Design (e.g., not pretty, not realistic, . . .)
● Conciseness of specific presentations
● Legibility of specific information

Problems identified preferentially by UT and EI. Only one Problem Profile
Class is common to UT and EI: Problems with the efficiency of the help system.
This means probably that the extra effort of inspecting such help features meant
that the features were not much used by the DI group.

Problems identified by all methods. In this section, classes of problem
profile are presented as a function of their problem token assignment into the
Overlap Classes. Four levels are distinguished, according to their between-method
problem token consistency:

● No consistency: a set of problem profile classes for which the problem tokens
have been identified only by specific Overlap Classes

● Weak consistency: a set of problem profile classes for which the problem
tokens have been identified at least by four Overlap Classes

● Average consistency: a set of problem profile classes for which the prob-
lem tokens have been identified partly in specific Overlap Classes (actually
only for UT & DI) and partly in regular overlap classes (at least four of
them)

● High consistency: a set of problem profile classes for which the problem
tokens have been identified solely in the Overlap Class All

The first level is no consistency. Two problem profile classes belong to the no
consistency category:

● Problems with consistency among the various locations of the VE; for instance,
various entry points do not present the same information; information
presentation is sometimes visual, sometimes auditory, sometimes both.
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VE Inspections vs. User Testing 815

● Problems with orientation or geolocalization; for instance boundaries between
virtual territories are not represented, or difficulties in spatial positioning.

The lack of consistency between methods for these two classes could be
explained by their intrinsic profile. Indeed these classes refer to issues associated
with places, positions, specific geographical movements, and so on. Besides, they
are not directly identified through task performance but are mentioned through
recall (“it was like that there ...”). These types of problem generate lots of vari-
ations in information presentation, precisely because there is an inherent lack of
consistency between and within applications.

The second level is weak consistency. This set of classes corresponds to most of
the problems identified during the three experimental conditions. Seven problem
profile classes were identified:

Guidance problems amount to 52.5% of this problem set. These two Problem
Profile Classes mostly contain problems common to all methods but also a subset
of specific problems:

● Guidance towards interactive objects
● Improper guidance considering the context of use

Other Problem Profile Classes also mostly contain problems common to all
methods but also a subset of specific problems (19%):

● Problems with movement control
● Multimodal inconsistencies

Some Problem Profile Classes contain an equivalent number of method-specific
problems (leading method per problem class in parentheses) and problems com-
mon to several methods (28%):

● Problems with position or size of objects (DI)
● Doubts about the overall efficiency of the application (UT)
● Lack of compatibility with user expectations (UT)

Two thirds of the Problem Profile Classes can be considered with an overlap
of weak consistency only because it is impossible to overlook problems found
with specific methods. Indeed, the assignment of problems to overlap and spe-
cific classes (see Table 4 for distribution details) is not equivalent for the first four
Problem Profile Classes (see earlier). Only the last three Problem Profile Classes
show an equivalent distribution of problems between overlap and specific classes.
In other words, these three classes are the only ones to show a clear overlap of
weak consistency.

Third is average consistency. Two categories have been extracted. Both cate-
gories correspond to problems related to task considerations:

Problems identified by UT:
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816 Bach and Scapin

● The lack of guidance on the state of task achievement; for instance, how long will
a VE visit last; how many steps are needed to destroy a spaceship, and so on.

● Inappropriate guidance on the user’s virtual position; for instance, not being able
to move efficiently to locate a target, not knowing an interesting tourist spot
is nearby, and so on.

Problems identified by DI:

● Problems of significance leading to misunderstanding; for instance, unclear state-
ments from the virtual trainer, wrong units on a scale.

● Issues with ways of resolving dead-end situations; for instance, guidance fol-
lowing an unsolved task, guidance toward a point outside the field of
view.

Finally, there is high consistency. These classes correspond to the easiest types
of problems, with the best discoverability, that are found in each experimental
condition:

● Errors in the scenario sequence (educational software scenario only). For exam-
ple, the educational software shows how to move the spaceship after a
pursuit exercise. Logically, the method of movement should have been taught
before the more complex task of pursuit (following and then shooting a
target).

● Misleading vocabulary and icons
● Problems when selecting objects during automatic moves (very frequent in the 3D

map)

This categorization allows for the characterization of overall tendencies in terms
of problem profile as they are identified by either method. For UT, usability
problems are mainly related to tasks and activities, whereas for DI, the usabil-
ity problems are mainly related to the understandability and learnability of the
software systems.

7. CONCLUSION

This study was conducted to compare experimentally a UEM based on a document
describing Ergonomic Criteria adapted specifically to VEs. The full definitions,
justifications, and examples of recommendations can be found in Bach and Scapin
(2005). A series of comparisons of evaluation performance, mainly following the
criteria from Gray and Salzman (1998) and Hartson et al. (2001), were conducted
using UT and EI. All forms of evaluation were performed on two different VEs
(a 3D Educational software and a 3D map) in order to estimate the evaluation
stability of the various methods. The comparisons were first carried out using
the problem classification based on Ergonomic Criteria, which has already been
demonstrated to be effective (Bach & Scapin, 2003). Ten participants took part
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VE Inspections vs. User Testing 817

in UT. The experimenters themselves then analyzed and classified the problems
the participants had encountered in their usability laboratory sessions. Ten other
participants looked for usability problems using a Document, whereas 9 other par-
ticipants did the same, simply based on their own knowledge. In both cases, the
experimenters carried out the final assignment of the various problems identified
by the participants, by use of the Ergonomic Criteria.

The main result of this comparison is that there is a significant difference
between using the DI and EI, in terms of number of usability problems found over
time. This result is encouraging as compared to the results from Chattratichart and
Lindgaard (2008), who showed that using heuristics for Web site evaluation leads
to a lower performance than using EI.

In addition, the performance for UT and DI is rather similar, although the
results did not show a significant effect of the applications type on method per-
formance. This result is quite similar to results from Molich and Dumas (2008)
obtained through a study crossing different methods with or without users to
evaluate a Web site. This shows that DI is a potential method for short-circuiting
the difficulties related to UT (Bowman et al., 2002) to evaluate VEs more complex
technically. This method, which is less costly, could help alleviate the most obvious
usability problems.

Concerning the reliability of the methods, the results showed both variations
due to the evaluated application and disparities between the methods. Indeed,
interapplication variability as observed in the UT was attenuated in DI group. The
results show a tendency for the DI to result in better stability than UT. However, for
UT, reliability is more important for the training application. The interappraisers
variability has already been highlighted in the 2D world, for UT (Faulkner, 2002)
and for Free Inspection (Pollier, 1991). However, for interapplication variability,
no such studies have been identified; most experiments have dealt with only one
type of application at a time.

The results concerning the diversity of problems identified with each method
show that the DI allowed the identification, in both applications, of more problem
diversity than the two other methods. This result is important in terms of problem
identification coverage of the usability methods. The trade-off is, of course, between
a very narrow field of diagnoses and an important dispersion with a large scope.
On this issue, it seems that DIs are a good compromise compared to the two other
methods.

The results concerning the intermethod overlap show a relative stability inter-
application for the problems, both common and specific. The proportion of
problems shared by inspection and UT is twice more if the DI are used (approxi-
mately 22%). This result supports the idea of using the DI to help characterize the
real difficulties in use observed during UT.

Another interesting result relates to the diagnosis power of each method,
assessed with the complete set of problems identified in the whole experiment,
regardless of the method. The DI demonstrates the highest power of diagnosis,
together with the largest identification coverage. Overall, these characteristics lead
to a high and stable evaluation performance (about 60% of all problems). These
results, using several metrics, corroborate the recommendations of Hartson et al.
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818 Bach and Scapin

(2001) concerning the necessary composite approach (multicriteria) for methods
evaluation as well as systems in general.

Two important issues concerning the variables used for quantitative evaluation
of methods are worth mentioning:

● First, on all evaluation metrics used, the DI were found to be significantly
more powerful than the EI group, which tends to validate the usefulness of
usability DI of VEs.

● Second, on certain evaluation metrics, UT were shown to be more powerful
than the DI but relatively less stable when looking at interapplication and
intersubject performance (e.g., gender effect for UT not for DI). This leads to
the conclusion that the DI offers a greater stability in the overall diagnosis
performance regardless of application or evaluator.

Using a motor vehicle metaphor, one could say that the DI could be viewed
as “an SUV evaluation type” (less powerful under certain conditions but can go
everywhere with any driver) whereas UT could be viewed as “Formula 1 car
evaluation type” (more powerful but requiring adequate road and a very skilled
driver).

The results obtained with quantitative analyses provide other interesting con-
clusions. Qualitative data show that the different usability evaluation methods
do not tend to identify the same profile of problems. UT seems particularly effi-
cient for the diagnosis of problems that require a particular state of interaction
to be “detectable.” On the other hand, DI supports the identification of problems
“directly observable,” often related to learnability and basic usability.

These results should lead to additional research work, as many questions
remain open. For instance:

This experiment made the assumption that reading a document before inspect-
ing has a debiasing effect. Indeed the results tend to show such an effect, mainly
when comparing interviews with the EI group to those from the DI group: For
the latter group, participants suggested they memorized a sort of analysis grid. Of
course, this remains to be confirmed in detail and related to other literature results
(Fischoff, 1982; Zachary, 1986) on this phenomenon, in other application areas.

Other interview results show also that the evaluators (DI and EI) mention
having difficulties in understanding the VE structure in terms of interactive ele-
ments. If confirmed, these results would lead to the design of inspection grids
that would illustrate (e.g., in terms of inspection order) the VE structure. Actually,
for another study, the basic elements of such a grid have been designed under
a form of 73 interactive elements used to classify our ergonomic guidelines.
In addition, this set was used to complement a metamodel of the ASUR nota-
tion (Dubois, Abou Moussa, Bach, & Bonnefoy, 2008), aimed at modeling Mixed
Systems (environments that are both physical and digital).

Similarly, it would be interesting to reinforce the profile problem classification
obtained from this experiment by further analysis dedicated to its intrinsic valid-
ity, for example, by use of an adapted statistical model such as the one developed
by Schmettow and Vietze (2008) or with other classification schemes, such as user
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action framework, or UAF (Andre, Hartson, Belz, & McCreavy, 2001). Augmenting
the quality of such a problem classification would be useful as it has been shown
(Chattratichart & Lindgaard 2008) that a list of problem profiles helps Web site
inspection performance. Overall, a promising direction for further work would be
to improve the efficiency of DI through the joint use of the Ergonomic Criteria, the
set of interactive elements, and a problem classification scheme. This could gener-
ate results comparable to those obtained in a more mature and more specialized
area, namely, Web accessibility for the blind (Mankoff, Fait, & Tran, 2005).

Another perspective concerns the tools for inspection. Investigating such tools
could provide some flexibility to the inspection and better accommodate the vari-
ous evaluator strategies, including continuous reading of the structure and content
of the inspection document; mental association of problems diagnosed through
document search; free problem search, but a posteriori classification of the prob-
lems with the document. In addition, a flexible, points-of-view based document
could help in inspection reporting, which may be beneficial for downstream util-
ity (Hartson et al., 2001). Some tools have already been proposed by Stanney et al.
(2003) and by Karampelas et al. (2003).

It would be also useful to work on the relationship between DI methods with
other methods dedicated to specific aspects of user interaction with VEs, such
as cybersickness and presence. As stated by Bowman et al. (2002), it is diffi-
cult to envision inspection methods for those topics, whereas other methods are
good candidates, such as questionnaires (Kalawsky, 1999; Kennedy et al., 1993;
Witmer & Singer, 1999).

Finally, research is also needed to limit the difficulties in UT protocols for
evaluating VEs. One aspect relates to the gender effect. Such type of effect has
been identified by Green and Bavelier (2006) who only selected male individu-
als to participate in their video game experiments. To control such aspects, other
work (Griffiths, Sharples, & Wilson, 2006) was carried out using a series of pre-
dictive tests for user performance in VEs to support appropriate subject selection
for UT.

The perspectives just mentioned, as well as many others, are only examples of
the large research effort needed to support the extensive dissemination of VEs in
our future professional and personal lives.

7.1. Limitations

This extensive quantitative and qualitative comparison of UEMs led to interest-
ing results regarding the role and coverage of three different UEMs. However, a
number of limits must be acknowledged, including the following.

The allocated time of 30 min per application for inspection is obviously lower
than the time necessary for a full VE evaluation, under normal conditions. For
example, Wilson, Eastgate, and D’Cruz (2002) observed that time necessary to
carry out an inspection was approximately a day to which additional time (about
a week) must be added for problem description and report production. However,
this can vary according to the inspection goals, their level of exhaustiveness, and
the profile of the VE.
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Obviously, the time measurements focus on the experimental sessions, on the
participants’ performance. It does not include the time required for extraction and
analysis of problems identified by the various methods. Future work should incor-
porate techniques for independent evaluation of such activities. Nevertheless, it
seems obvious that the processing time for UT analysis is much longer than for
inspection reports.

The issue of problem severity (e.g., how important they are; how difficult it is to
fix them) is of importance but not answered here; it would need a follow-up study.

Related to this, there is the issue problem equivalence. As long as no appro-
priate priority or weights have been established, no overall effectiveness can
be stated when assessing individual methods. But again, for comparing meth-
ods, it is perfectly legitimate to use such numbers in terms of coverage and
thoroughness.

The application systems selected for the experiments were only desktop VE. It
would be interesting to carry out usability evaluations with more technologically
complex VEs (e.g., immersive VE, stereoscopic visualization, haptic feedback),
particularly in terms of interaction techniques.

This study does not answer the issue of cost/benefit nor does it highlight
the possible method asymptote threshold. This would require focusing on the
number of newly identified problems compared to the previous evaluations, as
well as a reordering of the participants’ performance. Such an automatic data
reorganization will be worked on in the future.

It would also be useful to carry out additional analyses to complement current
results, by using additional qualitative information collected during postexperi-
mental sessions. Such data, which were not described in this article, concern for
instance the evaluation of satisfaction during UT or inspection.

Finally, the participants conducting the evaluations were rather novice in terms
of usability inspection. However, this may not be such a limitation considering
past results showing quite limited differences in evaluation performance between
experienced analysts and novices (Bastien & Scapin, 1992; Chattratichart &
Lindgaard, 2008). Because such differences may be mostly qualitative, namely in
terms of problem description, it is quite difficult to shed light on such differences
in rather short experiments. In any case, because the VE technology is quite recent,
not many evaluators can be considered experts at this time.
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