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Riemannian metrics for statistics on shapes: 
Parallel transport and scale invariance
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Abstract. To be able to statistically compare evolutions of image time-series data requires a method to express these evolutions in a common coordinate system. This requires a mechanism to transport evolutions between coordinate systems: e.g., parallel transport has been used for large-displacement diffeomorphic metric mapping (LDDMM) approaches. A common purpose to study evolutions is to assess local tissue growth or decay as observed in the context of neurodevelopment or neurodegeneration. Hence, preserving this information under transport is important to allow for faithful statistical analysis in the common coordinate system. Most basically, we require scale invariance. Here, we show that a scale invariant metric does not exist in the LDDMM setting. We illustrate the impact of this non-invariance on parallel transport. We also propose a new class of Riemannian metrics on shapes which preserves the variation of a global indicator such as volume under parallel transport.

Keywords: parallel transport, scale invariance, Riemannian metrics on shapes

1 Introduction

Classical image registration deals with the spatial alignment of pairs of images. It is one of the most fundamental problems in medical image analysis. In particular, for population-studies image registration is an indispensable tool, as it allows to align image information to a common coordinate system for localized comparisons. Recently, studies for example on Alzheimer’s disease (ADNI), osteoarthritis (OAI), and brain development (NIHPD) have acquired large volumes of longitudinal imaging data. However, computational methods to adequately analyze such longitudinal data are still in their infancy. Analyzing longitudinal image data is challenging: not only is a method for spatial alignment to a common coordinate system required, but also the temporal aspect of a longitudinal image change needs to be expressed in this common coordinate system. Arguably, the theoretically most advanced existing methods to address these problems have been methods grounded in the theory of large-displacement-diffeomorphic metric mapping (LDDMM) [2]. Indeed, LDDMM provides a convenient Riemannian
setting [15] for image registration. Other Riemannian metrics have been developed in the past years [16,11,12] sometimes due to the simple calculation of geodesics. Thus, tools from Riemannian geometry can be used to perform statistics on shape deformations [14,9,6]. In particular, parallel transport under the Levi-Civita connection gives a method to transport small longitudinal evolutions between two different images. The use of parallel transport in computational anatomy has been introduced in [17], including a numerical method based on Jacobi fields for its computation. Other numerical methods for parallel transport have been successfully developed in [4]. Note that parallel transport is path-dependent. For shapes it has a strong relation to shape correspondence [13] making it a promising candidate to transport longitudinal information. Alternatively, the adjoint [7] and the co-adjoint [3] actions on the tangent space have been proposed to transport tangent information.

In this paper, we show that these methods preserve properties which may be undesirable for computational anatomy. Further, we explore the design of a Riemannian metric conserving quantities such as absolute or relative volume variation. As a case in point, consider Alzheimer’s disease where the decay of the hippocampus is an important biomarker. Hence, preserving the relative volume variation when transporting longitudinal change to an analysis space is desirable. However, only specific metrics result in such a parallel transport – volume variations will be distorted under parallel transport using an “unsuitable” metric. In particular, this is the case for LDDMM, which is not scale-invariant.

Sec. 2 illustrates shortcomings of parallel and co-adjoint transport for LDDMM. This is not a shortcoming of a particular LDDMM metric, but holds for all as a non-degenerate scale-invariant metric does not exist for LDDMM (see Sec. 3). Consequentially, we introduce a new model decomposing volume and shape variation in Sec. 4 as an example of a Riemannian metric addressing some of the shortcomings of LDDMM. Sec. 5 illustrates behavioral differences between LDDMM and the shape/volume-decomposed model. The paper concludes with a summary of results and an outlook on future work in Sec. 6.

2 Motivating examples

To illustrate the behavior of different types of transport under the LDDMM model we consider a uniformly expanding or contracting n-sphere of radius \( r \), \( S_n \), with uniformly-distributed momentum. Due to the spherical symmetry this allows us to explicitly compute expressions for co-adjoint and parallel transport. Specifically, we define the momentum at radius 1 as \( m_1 = c \frac{1}{||x||^3} \delta(||x|| - 1) \), where \( c \in \mathbb{R} \) is a given constant and \( \delta(x) \) denotes the Dirac delta function. Uniform scaling to radius \( r \) is described by the map \( \Phi^{-1}(x) = \frac{1}{r}x \), which is in the coordinate system of the sphere of radius \( r \). We note that the local volume-change of the n-sphere, \( |D\Phi^{-1}| \) with respect to the unit-sphere is given by

\[
|D\Phi^{-1}| = \frac{vol(S_n(r))}{vol(S_n(1))} = \left( \frac{1}{r} \right)^d,
\]
where $d$ is the space dimension and $\text{vol}(S_n(r))$ denotes the volume of $S_n(r)$.

Co-adjoint and parallel transport respectively preserve the dual pairing and the riemannian norm, so that due to the symmetry of momentums and spheres, this property completely determines the transported momentums in both cases. Sec. 2.1 derives the co-adjoint and Sec. 2.2 the parallel transport for this sphere under contraction and expansion. Sec. 2.3 demonstrates their differences.

2.1 Co-adjoint transport

In what follows, $n$ will denote the unit normal to the sphere and $v$ is vector field defined on the whole domain.

**Definition:** We can define the co-adjoint transport to the momentum-velocity pairing $\langle m_1, v \rangle := \int_{S_n(1)} \langle n, v(x) \rangle \, dS(x)$. Then (with $g^{-1} = \Phi$)

$$\langle \text{Ad}_{g^{-1}}^* (m_1), v \rangle = \int_{S_n(1)} \langle n, r^{-1}v(rx) \rangle \, dS(x) = \int_{S_n(r)} \langle n, v(y) \rangle r^{-d} \, dS(y).$$

Hence, the co-adjoint transport of the momentum is given by

$$m_r = m_1 \circ \Phi^{-1} | D\Phi^{-1} | = c \left( \frac{1}{r} \right)^d \frac{x}{\|x\|} \delta \left( \frac{1}{r} \|x\| - 1 \right) \left( \frac{1}{r} \right)^d = c \frac{x}{\|x\|} \delta (\|x\| - 1) \left( \frac{1}{r} \right)^d.$$

**Velocity computation:** The velocity is the momentum convolved with kernel $K$:

$$v_r(x) = K * m_r(x) = \left( \frac{1}{r} \right)^d c \int_{S_n(r)} K(x-y) \frac{y}{\|y\|} \, dS(y).$$

Since we assume a perfectly symmetric distribution it is sufficient to evaluate the velocity at one location on the circle, e.g., at $re_1$, i.e., we need to compute

$$\tilde{v}_r := v_r(re_1) \cdot e_1 = \left( \frac{1}{r} \right)^d c \int_{S_n(r)} K(re_1 - y) y_1 \, dS(y) = \frac{cq(r)}{rd},$$

where we made use of the fact that $v_r(re_1)$ will only have a velocity component in the $e_1$ direction due to symmetry and $e_1$ is the first canonical unit vector.

Note that we computed co-adjoint transport with respect to the uniform scaling map $\Phi$, which is not an element of the diffeomorphisms group since it does not converge to the identity at infinity. Another natural map that could be used for co-adjoint transport is the optimal diffeomorphism obtained by solving the LDDMM functional, but this reduces to parallel transport developed in the next section.
2.2 Parallel transport

The geodesic between the sphere of radius 1 and radius $r$ will possess the same symmetry in its shape evolution. The momentum will also be radial and constant on the sphere. It can also be checked that the parallel transport (along the geodesic) of $m_1$ to radius $r$ will be $\lambda m_r$ for a real $\lambda$ that we have to determine. To this end, we use the conservation of the norm under parallel transport, i.e.,

$$\int_{S_n(1)} \langle v_1(x), m_1(x) \rangle \, dS = \int_{S_n(r)} \langle v_r(x), m_r(x) \rangle \, dS.$$  (5)

In the $e_1$ direction we can then write $\tilde{v}_1 \tilde{m}_1 = r^{d-1} \tilde{v}_r \tilde{m}_r$, where $\tilde{m}_r := m_r(re_1)$. But according to our assumption: $\tilde{m}_r = \lambda \tilde{m}_1$ and we obtain $\tilde{v}_1 = r^{d-1} \lambda \tilde{v}_r$, and $\tilde{v}_r = \lambda cq(r)$, which yields

$$|\lambda| = \sqrt{\frac{\tilde{v}_1}{r^{d-1}cq(r)}}$$ and finally $\tilde{v}_r = \lambda cq(r) = \text{sign}(c) \sqrt{\frac{\tilde{v}_1 cq(r)}{r^{d-1}}}$. (6)

We note that this is up to a multiplicative constant, the square root of the co-adjoint transport. Hence, we can expect a drastically different behavior for the two types of transport.

2.3 Simulations

We solve the equations for parallel (6) and co-adjoint (4) transport numerically for different kernels and different radii. In particular, we use an isotropic Gaussian kernel of the form $K(x) = cg e^{-\frac{x^T x}{2\sigma^2}}$, where the normalization constant $cg$ can be subsumed into $c$ (and will therefore be disregarded in what follows).

In our experiments we computed all integrations in polar coordinates (2D) and spherical coordinates (3D) respectively. Fig. 1 shows numerical results for $S_1$ (i.e., the two-dimensional case) for the scaling map. We observe the following:

1) The velocity is kernel-size dependent.
2) Depending on the relation of the size of the object to the kernel-size, velocity may either increase or decrease with increased radius.
3) The radius for which the maximal velocity is obtained roughly coincides with the standard deviation of the Gaussian kernel.
4) The velocity versus radius plots are asymmetric.
5) Velocities converge to zero as $r \to 0^+$ and $r \to \infty$.
6) Parallel transport and co-adjoint transport show similar trends however with different asymptotes for the velocity.

The same conclusions hold in the 3D case, albeit with different slopes than in 2D (figures not shown).

To illustrate the effect of parallel transport on shapes (represented as a group of points) we compute the geodesic evolution between a circle and an ellipse with small anisotropy using LDDMM. The resulting initial momentum is then parallel...
Co-adjoint transport
Parallel transport

**Fig. 1.** Co-adjoint and parallel transport for a 2D circular example for varying kernel sizes. Double-logarithmic plot (velocity magnitude over radius). A clear dependence of the velocity on the kernel size is observed. Maximal velocity normalized to 1 for comparison. Results were obtained using recursive adaptive Simpson quadrature.

transported along a geodesic mapping the initial circle to a smaller circle. **Fig. 2** shows the used shapes and the result of evaluating the exponential map at time 1. From a geometric point of view it would be desirable to retain the anisotropy of the resulting ellipse at $t = 1$. However, LDDMM-based parallel transport clearly distorts the geometry and results in a much more circular shape: the ratio between the biggest and smallest axes decreases from 1.25 to 1.18.

**Fig. 2.** Left: 60 points on a circle are matched via a geodesic onto an ellipse with small anisotropy. Right: the transported evolution on a smaller circle: The anisotropy is distorted.
Last, we show an experiment illustrating the scaling issue when using parallel transport for population studies under the LDDMM metric: consider a population of closed curves drawn from a Gaussian model on the initial momentum around a template shape as shown in Fig. 3. Each shape of the population undergoes a small longitudinal change which is a uniform scaling centered on its barycenter. The population is separated into two groups, the first group has a scale evolution of 1.04 and the second group of 1.06. Hence, when looking at volume variation alone, the population clearly separates into two groups using a Gaussian Mixture Model (GMM) for instance. However, GMM completely fails to distinguish between the population when applied to the transported volume change. The histogram of the transported volume changes is given in Fig. 3.

These experiments motivate the need for a metric invariant to scale. Ideally, this should be accomplished by LDDMM to allow building on all its theory. Unfortunately, this cannot be achieved as described in the following Sec. 3.

3 Scale invariance and LDDMM geodesic flow

In Sec. 2 we observed that co-adjoint and parallel transport may exhibit counter-intuitive behavior under scaling using a Gaussian kernel. In this section, we show that the non-linear scaling effect is unavoidable when working with LDDMM, whatever the choice of the right-invariant metric.

We consider a group $G$ of diffeomorphisms of the Euclidean space $\mathbb{R}^n$ which may or may not contain a group of diffeomorphisms denoted by $G_0$ that will represent the scaling transformations for instance. The first attempt to have scale invariance in the LDDMM framework is to ask whether we can design a kernel that defines a scaling that makes the flow of geodesics scale invariant. Let us assume that $G_0$ contains the group of scaling transformations: $x \in \mathbb{R}^n \mapsto \lambda x$ for $\lambda \in \mathbb{R}^*_+$, but it may include more transformations such as translations and
The geodesic flow is invariant under $G_0$ if for any geodesics $t \mapsto \phi(t)$ the curve $t \mapsto g_0 \phi(t) g_0^{-1}$ is also a geodesic.

**Definition 1** The geodesic flow is invariant under $G_0$ if for any geodesics $t \mapsto \phi(t)$ the curve $t \mapsto g_0 \phi(t) g_0^{-1}$ is also a geodesic.

**Remark 31** This definition implies the following fact: if $(q_0, q_1)$ are two objects connected by the geodesic $q(t)$ then $g_0 \cdot q(t)$ is a geodesic connecting $(g_0 \cdot q_0, g_0 \cdot q_1)$.

**Theorem 32** There does not exist any smooth right-invariant metric on the group of diffeomorphisms of $\mathbb{R}^n$ for which the geodesic flow is invariant under $G_0$ that contains rotations, translations and the scaling transformations.

**Proof.** Let us consider a geodesic path $\phi(t)$ whose vector field is denoted by $v(t)$. By Ad invariance the vector field associated with $g_0 \phi(t) g_0^{-1}$ is $u(t) := Ad_{g_0} (v(t))$. In addition to that, we know that $\phi(t)$ is a geodesic on the group if and only if it satisfies the Euler-Poincaré equation which is

$$\dot{m}(t) + ad_{\omega(t)}^* m(t) = 0,$$

where $m(t) = L v(t)$ (or $v(t) = K m(t)$). Equivalently, we have

$$\dot{v}(t) + K \ ad_{\omega(t)}^* L v(t) = 0, \ \ Ad_{g_0} (\dot{v}(t)) + K \ ad_{u(t)}^* L u(t) = 0.$$

This implies that

$$Ad_{g_0}^{-1} (K \ ad_{Ad_{g_0} v(t)}^* L \ Ad_{g_0} v(t)) = K \ ad_{v(t)}^* L v(t),$$

which is, taking the dual pairing with $\omega \in V^*$ and using the Ad invariance:

$$\left( \ ad_{Ad_{g_0} v(t)}^* K \ Ad_{g_0}^{-1} \omega, L \ Ad_{g_0} v(t) \right) = \left( \ ad_{v(t)}^* K \omega, L v(t) \right) .$$

$$\ad_{Ad_{g_0} v(t)}^* K \ Ad_{g_0}^{-1} \omega = Ad_{g_0} \left( \ad_{v(t)}^* Ad_{g_0}^{-1} K \ Ad_{g_0}^{-1} \omega \right) .$$

Therefore, we have:

$$\left( \ ad_{v(t)} K \omega, L v(t) \right) = \left( \ ad_{v(t)}^* K \omega, L v(t) \right) ,$$

where $\bar{K} = Ad_{g_0}^{-1} K \ Ad_{g_0}^{-1}$ and $\bar{L} = \bar{K}^{-1}$. Hence, the Levi-Civita connections respectively associated with the right-invariant metrics $K$ and $\bar{K}$ are the same.

Let $g_2$ and $\tilde{g}_2$ denote the induced Riemannian metric on the space of two landmarks. The two metrics have the same geodesic equations and the same parallel transport. Since the two metrics are invariant w.r.t. translations and rotations, each kernel induces a metric on the landmark space on the real line that have the same geodesic equations. Let $L_{2,1}$ denote the manifold of 2 landmarks on $\mathbb{R}$, which is of dimension 2 and let $x \in L_{2,1}$ be a given point.

Let us first notice that the sectional curvature of the metric is given in page 80 of [5],

$$\kappa(r) = \frac{\gamma(0) - \gamma(r)}{\gamma(0) + \gamma(r)} \frac{\gamma''(r)}{\gamma'(r)^2} - \frac{2\gamma(0) - \gamma(r)}{(\gamma(0) + \gamma(r))^2} \left[ \gamma'(r) \right]^2 ,$$

where $\gamma$ is the geodesic connecting $(q_0, q_1)$.
where \( r \) denotes the distance between the two landmarks. The second term is non positive and a simple argument will show that the first term is negative at some point: The function \( \gamma \) is positive and decreasing and cannot be constant (due to the positivity of the kernel); this implies that \( \gamma \) is not concave (otherwise its limit in \( \pm \infty \) would be \(-\infty\)) so that there exists \( x_0 \in \mathbb{R}_+^* \) such that \( \gamma''(x_0) < 0 \). Therefore, at this point \( x_0 \), \( \kappa(x_0) < 0 \).

Up to a scaling factor, we can assume that the two metrics coincide at a given vector in \( v \in T_x L_{2,1} \). Since parallel transports coincide, it implies that the two metrics coincide on the image of \( v \) under the holonomy group of \( v \). In order to conclude that the two metrics are equal, we note that the holonomy group of \( L_{2,1} \) has no non-trivial invariant subspaces: If it were the case, the metric would be decomposable by the De Rham decomposition theorem as a product of two one-dimensional spaces. As a consequence, the curvature should vanish everywhere.

This equality (up to a scaling factor \( \alpha > 0 \)) evaluated on Dirac distributions gives:

\[
\left( \text{Ad}_{x_0}^{-1} \delta^p_x, K \text{Ad}_{x_0}^{-1} \delta^p_y \right) = \alpha \left( \delta^p_x, K \delta^p_y \right).
\]

Finally, using the fact that \( \text{Ad}_{g_0}^{-1} \delta^p_x = \delta^{\lambda x}_{\lambda^2} \) when \( g_0 : x \mapsto \lambda x \), we get:

\[
\lambda^2 \langle p_x, K(x, y)p_y \rangle = \alpha \langle p_x, K(\lambda x, \lambda y)p_y \rangle,
\]

and therefore: \( \lambda^2 K(x, y) = \alpha K(\lambda x, \lambda y) \) for all \( \lambda \in \mathbb{R}_+^* \). In particular, letting \( \lambda \to 0 \), we obtain, using the continuity of \( K \), \( K(0, 0) = 0 \) which is not a positive symmetric matrix. This is a contradiction.

\[\square\]

**Remark 33** If the kernel were not required to be continuous, a possible solution would be the Dirac kernel \( \delta_{x,y} \). Such metrics are known to be degenerate [1].

Hence, it is necessary to go beyond the standard LDDMM framework to obtain scale invariance. Our interest in scale invariance was only motivated by the study of parallel transport and its global and local effects. In Sec. 4, we characterize Riemannian metrics with invariance of a global indicator under parallel transport.

## 4 Designing Riemannian metrics

### 4.1 Decomposition theorem

Let us assume that we aim at preserving the volume variation in longitudinal evolutions, which is of interest in the case of Alzheimer’s disease. In more mathematical words, the volume variation must be preserved under parallel transport. We will restrict ourselves to the space of shapes that are described as embeddings of the unit circle \( S_1 \) in \( \mathbb{R}^2 \) or sphere embeddings in \( \mathbb{R}^3 \). We would like to distinguish between local shape variation and global volume change. Although the two quantities are strongly linked in general situations, it seems quite reasonable to assume a uniform volume change. A natural approach to distinguish between volume variation and shape (up to scaling) variation is to decompose the space of shapes (in the spirit of [10]) using the following map:

\[
\text{Emb}(S_1, \mathbb{R}^2) \mapsto \mathbb{R}_+^* \times \text{Emb}_1(S_1, \mathbb{R}^2); \quad s \mapsto (\text{vol}(s), P(s)),
\]
Remark 42 – This result is valid in finite dimension and might remain valid in a smooth infinite dimensional context. In applications however, shapes are approximated in high-dimensional spaces and the theorem does apply. Proving a convergence theorem (when the dimension increases) goes beyond the scope of the paper.

Theorem 41 Let $g$ be a Riemannian metric on a connected Riemannian manifold $M$ and a surjective function $f : M \mapsto \mathbb{R}$ such that $df(x) \neq 0$ for all $x \in M$ and which is invariant under parallel transport, i.e. $\nabla df = 0$, then $(M, g)$ can be decomposed into a direct product of Riemannian metrics as follows:

$$(M, g) = (\mathbb{R}, dt^2) \times (M_0, g_0)$$

where $g_0$ is a Riemannian metric on the submanifold $M_0 := f^{-1}(\{0\})$.

Proof. Let us first introduce the notation $V$ being the unit length vector field associated with $df$ via the metric $g$. In other notations, one has $V = df^\sharp$. In particular, if $Y \in T_{x_0} M_0$ then $\langle V, Y \rangle = df(Y) = 0$. It is easy to prove that the following mapping is a global diffeomorphism:

$$\Psi : \mathbb{R} \times M_0 \mapsto M; \quad (t, x_0) \mapsto \exp_{x_0}(tV(x_0)),$$

where $\exp$ denotes the Riemannian exponential. Indeed, since

$$\nabla_X V = 0 \ \forall X \in \chi(M),$$

we get $\nabla_V V = 0$ so that $V$ is a geodesic vector field. In addition, for every vector field $X$, we have $R(V, X)V = \nabla_V \nabla_X V - \nabla_X \nabla_V V - \nabla_{[V, X]} V = 0$ so that the Jacobi field equation for a vector $J(x_0) \in T_{x_0} M$ reduces to $\frac{d^2 J}{dt^2} + R(V, J)V = \frac{d^2 J}{dt^2} = 0$.

Hence, the map (14) is a local diffeomorphism, which is obviously an injection so that this is a global diffeomorphism. Now, let us denote by $X, Y$ two vector fields on $M_0$ trivially extended on $M$ via the diffeomorphism $\Psi$. Namely, for each $t \in \mathbb{R}$, one defines $(t, x) \mapsto \psi_\ast(t)X(x)$ and $(t, x) \mapsto \psi_\ast(t)Y(x)$ the natural extensions of $X$ and $Y$. One has $\psi_\ast(t)[X, Y] = [\psi_\ast(t)X, \psi_\ast(t)Y] = 0$. By construction, we also have $V(t, x_0) = \psi_\ast(t)V(0, x_0)$ so that this implies that $[X, V] = [Y, V] = 0$. Using $[X, V] = 0 = \nabla_X V - \nabla_V X$, and equation (15), we get $\nabla_V X = 0$. In particular, the equality

$$V : g(X, Y) = g(\nabla_V X, Y) + g(X, \nabla_V Y) = 0$$

holds which means that the pull-back of the metric $g$ by $\Psi$ is $dt^2 + g_0$. □

Remark 42 – This result is valid in finite dimension and might remain valid in a smooth infinite dimensional context. In applications however, shapes are approximated in high-dimensional spaces and the theorem does apply. Proving a convergence theorem (when the dimension increases) goes beyond the scope of the paper.

The theorem can be generalized to $k$ functions. The condition on the differentials would be that the family $(df_1(x), \ldots, df_k(x))$ is linearly independent.
4.2 An induced Riemannian metric

To design a metric following the theorem, we therefore need a Riemannian metric on the space of unit volume shapes. To this end, one can use the restriction of any Riemannian metric on the space of volume preserving embeddings. Since we based our discussion on the LDDMM metric, we consider the Riemannian metric induced by LDDMM on that submanifold and we now present the geodesic computation for the LDDMM metric with a volume constraint.

We denote by $V$ an admissible RKHS of vector fields (see [15]). Let $q \in \text{Emb}_1(S_1, \mathbb{R}^2)$ be an embedding of surface of volume 1, we consider the set of vector fields $V_q := \{ v \in V \mid d\text{vol}_q(v(q)) = 0 \}$. Since $V$ is a RKHS of admissible vector fields, $v \rightarrow d\text{vol}_q(v(q))$ is a continuous linear form and its kernel $V_q$ is a closed subspace of $V$. Note that the notation $d\text{vol}_q$ stands for the differential of the volume at point $q$ which is a linear form on the tangent space $T_q \text{Emb}(S_1, \mathbb{R}^2)$.

We denote by $\pi_q$ the orthogonal projection on $\text{Ker} d\text{vol}_q$ for the $L^2$ scalar product on $L^2(S_1, \mathbb{R}^2) \simeq T_q \text{Emb}(S_1, \mathbb{R}^2)$.

A geodesic between two elements $q_0, q_1 \in \text{Emb}_1(S_1, \mathbb{R}^2)$ is a solution of

$$\inf \int_0^1 \|v(t)\|^2_{V_q(t)} \, dt,$$

under the constraints $\dot{q} = v(t)(q)$ where $v(t) \in V_{q(t)}$ and $q(0) = q_0$ and $q(1) = q_1$.

**Proposition 1** The minimization problem (16) can be recast into:

$$\inf \int_0^1 \|v(t)\|^2_v \, dt,$$

under the constraint $\dot{q} = \pi_q(v(t)(q))$ where $v(t) \in V$ and $q(0) = q_0$ and $q(1) = q_1$.

**Proof.** Clearly, Problem (16) is contained in Problem (17), since $v(t) \in V_{q(t)}$ implies $\pi_q(v(t)(q(t))) = v(t)(q(t))$. Let $v(t)$ be an optimal solution of Problem (17), then denoting $\pi_q : V \mapsto V_q$ the orthogonal projection, we get:

$$\int_0^1 \|\pi_q(v(t))\|^2_v \, dt \leq \int_0^1 \|v(t)\|^2_v \, dt.$$

Therefore, we have $\pi_q(v(t)) = v(t)$ which is a solution of Problem (16). $\square$

Using an optimal control approach, the optimal solutions of Problem (17) are given by the solutions of the Hamiltonian equations

$$\begin{cases} \dot{q} = \partial_p H(p,q) \\ \dot{p} = -\partial_q H(p,q), \end{cases}$$

where the Hamiltonian function is given by $H(p,q) = \frac{1}{2} \langle \pi(p), K(q) \pi(p) \rangle$; $K(q)$ is the kernel matrix associated to the LDDMM metric at point $q$. 
4.3 The choice of projection

A geodesic on the space of shapes can then be decomposed into a straight line on the volume axis and a geodesic on the submanifold of unit volume shapes. In the previous section, we have defined the metric on the space of unit volume shapes. It remains to define the volume geodesics. As mentioned in remark 4.2, the range of choice of projection may be large and it is natural to impose additional assumptions such as invariance w.r.t. translations, i.e. \( P(T(m)) = T(P(m)) \) for every translations \( T \) in \( \mathbb{R}^n \). This is still not sufficiently constrained to uniquely determine the metric. Scaling invariance around the barycenter of the shape defined by \( m(s) := \int_S c(s) ds = 0 \) uniquely defines the projection: scale invariance means \( P(\lambda m) = P(m) \) for every \( \lambda \in \mathbb{R}^* \) for a centered (at 0) shape \( m \). This is the first metric we will consider in the experiments.

The notion of scale invariance also depends on the definition of the center of the shape which may be unnatural for some shapes. In order to avoid such a bias, we also propose to define the projection using the gradient flow of the volume with respect to a given metric, for instance the LDDMM metric: indeed, if \( f \) is a real function defined on a manifold \( M \) with no critical points, then the vector field \( \nabla f \) is non-vanishing on \( M \) and defines the volume geodesics. However, the gradient is defined by the choice of a metric on the tangent space: for instance, an LDDMM type of metric which provides spatial correlation. This defines the second metric in our experiments.

5 Experimental Results

We compare LDDMM and the volume/shape-decoupled model represented by the two metrics introduced in Sec. 4.3. We use the Schild’s ladder method to compute parallel transport. Fig. 4 illustrates the effect of the non-preservation of volume variation with the standard LDDMM metric even if template and target volumes and scales are equivalent. This shows that volume variation transport is already affected by shape deformations at the same scale. We use 60 landmarks and a Gaussian kernel of standard deviation 0.1 for the simulation. The volume variation for the LDDMM transported evolution is 1.06 whereas the initial data shows a volume variation of 1.104. By construction, for the new metrics, the volume variation is the same for the transported evolution. However, since the projections are different, the two different final curves in red and green are distinct. The last experiment illustrates the difference between the two new metrics, where the second metric uses a Gaussian kernel of width 0.01 in the definition of the volume gradient. We perform parallel transport of the longitudinal evolution shown in Fig. 4 (upper left) on the blue curve (bottom right). The transported evolutions exhibit very different behavior: the green curve is the transport using the scale invariant metric and shows that in some parts of the shape there is no local growth, whereas the other metric (represented by the red curve) offers a more uniform growth pattern on the shape.
Longitudinal evolution, target shape in red (a scaling composed with a bump).

Transported evolution LDDMM with Gaussian kernel $\sigma = 0.1$.

Transported evolutions under the scale invariant metric in green and the other metric in red.

Difference between the two metrics.

Fig. 4. Examples of parallel transport under the new metrics.

6 Conclusions and Future Work

This paper explored the behavior of parallel transport for the LDDMM registration model. We showed that LDDMM is never scale invariant and does not conserve global properties such as absolute or relative volume changes. To achieve preservation of global properties we developed a new set of Riemannian metrics and demonstrated their behavior in comparison to the standard LDDMM model. While this paper so far only scratched the surface of metric design to achieve desired properties under parallel transport it raises fundamental issues for the analysis of longitudinal shape and image data when moving beyond global indicators. Future work will consist in estimating the statistical gain (e.g., w.r.t. LDDMM) when using the proposed metrics on a particular data set of biomedical shapes where a global indicator already achieves good performance.
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Abstract. In the landmark large deformation diffeomorphic metric mapping (landmark-LDDMM) formulation for image registration, we consider the motion of particles which locally translate image data. We then lift the motion of the particles to obtain a motion on the entire image. However, it is certainly possible to consider particles which also apply local rotations, scalings, and sheerings. These locally linear transformations manifest as a result of a non-trivial first derivative of a diffeomorphism. In this article, we seek to understand a structurally augmented particle which applies these local transformations. Moreover, we seek to go beyond locally linear transformations by considering the algebra behind the $k$-th order Taylor expansions of a diffeomorphism, a.k.a. the $k$-jet of a diffeomorphism. The particles which result from understanding the algebra of $k$-jets permit the use of higher-order local deformations. Additionally, these particles have internal symmetries which lead to conserved momenta when solving for geodesics between images. Knowledge of these structures provide both a sanity check and guide for future implementations of the LDDMM formalism.

1 Introduction

In the Large Deformation Diffeomorphic Metric Mapping (LDDMM) formulation of image registration, we begin by considering an image on a manifold $M$ which we transform via the diffeomorphism group, Diff($M$). As a finite dimensional representation of Diff($M$) we consider the space of Landmarks, $Q := \{ (x_1, \ldots, x_N) \in M^N \mid x_i \neq x_j \text{ when } i \neq j \}$. Given a trajectory $q(t) \in Q$ we can construct a diffeomorphism $\varphi \in \text{Diff}(M)$ by integrating a time dependent ODE obtained through a horizontal lift from $TQ$ to $T\text{Diff}(M)$. In particular, LDDMM is fueled by a natural lift from geodesics on $Q$ into geodesics on Diff($M$). However, this version of LDDMM only allows for local translations of image data (see Figure 1). If we desire to consider higher-order local transformations (such as shown in Figures 2 and 3) we should augment our particles with extra structure. This augmentation is precisely what is done in [SNDP13]. In this paper we explore this extra structure further by finding that the space in which these particles exist is a principal bundle, $\pi^{(k)} : Q^{(k)} \to Q$.\footnote{For example, if $M = \mathbb{R}^n$, we find $Q^{(1)} = \text{GL}(n) \times \mathbb{R}^n$.} In other

1 For example, if $M = \mathbb{R}^n$, we find $Q^{(1)} = \text{GL}(n) \times \mathbb{R}^n$.}
words, the particles of [SNDP13] have extra structure, analogous to the gauge of a Yang-Mills particle. As a result of Noether’s theorem, this extra symmetry will yield conserved quantities. Identifying such conserved quantities can guide future implementations of the LDDMM formalism. In particular, integrators which conserve Noetherian momenta are typically very stable, and capable of accuracy over large time-steps [HLW02]. Finally, we seek to study this symmetry using coordinate-free notions so as to avoid restricting ourselves to \( \mathbb{R}^n \). This is particularly important in medical imaging wherein one often deals with the topology of the 2-sphere [GVI04,KSKL13].

2 Background

Consider LDDMM [FIAL05,YILL05] and the deformable template model [Gre94]. In this framework one seeks to minimize a cost functional on \( \text{Diff}(M) \) which provides some notion of distance between images. It is customary to use particles (or “landmarks”) and interpolate the particle velocities in order to obtain smooth vector fields on all of \( M \). In certain cases, the diffeomorphisms obtained by integration of these fields satisfy a set of geodesic equations (see [MD10, §5.4] or [HSS09, Ch. 15]). However, local translations of data do not encompass all the local transformations of local image data. By “local image data” we mean the data of an image which is contained in the germ of a single point in \( M \). Such considerations are articulated in [FRVK96] wherein the authors consider the truncated Taylor expansion of gray-scale image data about a single point. There the authors sought to understand how the heat equation evolves this Taylor expansion in order to design multi-scale filtering techniques. The spirit of [FRVK96] is very close to what will be explained here, where we will consider Taylor expansions of diffeomorphisms (a.k.a. “jets”). It is notable that the \( k \)-th-order jet of a diffeomorphism is precisely the (finite-dimensional) object required to advect the Taylor expansions of image data; thus, this paper can be seen as an LDDMM analog of [FRVK96]. In particular, we will be investigating the version of landmark LDDMM proposed in [SNDP13], in which the particles exhibit higher order data. This higher order data is equivalent to the time-derivative of a \( k \)-jet.
of a diffeomorphism. For the case $k = 1$, we obtain particles which are capable of locally scaling and rotating certain regions (these are called “locally affine transformations” in [SNDP13]). These more sophisticated particles have structures analogous to the gauge symmetry of Yang-Mills particles [CMR01, YM54]. In order to understand this, we will invoke the theory of symplectic reduction by symmetry [MW74, AM78]. In particular, we will perform subgroup reduction [CMR01, MMO+07] to understand these new particles.

3 Geodesic flows on $\text{Diff}(M)$

Let $M$ be a manifold and let $\text{Diff}(M)$ be the group of smooth diffeomorphisms on $M$. The Lie algebra of $\text{Diff}(M)$ is the vector space of smooth vector field on $M$, denoted $\mathfrak{X}(M)$, equipped with the Jacobi-Lie bracket. In fact, any tangent vector $v_\varphi \in T_\varphi \text{Diff}(M)$ can be viewed as a composition $v \circ \varphi$ for some $v \in \mathfrak{X}(M)$. We can construct a right invariant metric by choosing an inner product $\langle \cdot, \cdot \rangle_{\mathfrak{X}(M)} : \mathfrak{X}(M) \times \mathfrak{X}(M) \to \mathbb{R}$. Given this inner-product, the corresponding Riemannian metric on $\text{Diff}(M)$ is given by

$$\langle v_\varphi, u_\varphi \rangle_{\text{Diff}(M)} := \langle \rho(v_\varphi), \rho(u_\varphi) \rangle_{\mathfrak{X}(M)}$$

(1)

where $\rho : v_\varphi \in T \text{Diff}(M) \mapsto v_\varphi \circ \varphi^{-1} \in \mathfrak{X}(M)$ is the right Maurer-Cartan form.

The LDDMM formalism involves computing geodesics on $\text{Diff}(M)$ with respect to a metric of the form (1). In particular this means solving the Euler-Lagrange equations with respect to the Lagrangian $L : T \text{Diff}(M) \to \mathbb{R}$ given by

$$L(v_\varphi) := \frac{1}{2} \langle v_\varphi, v_\varphi \rangle_{\text{Diff}(M)}.$$ (2)

Note that for any $\psi \in \text{Diff}(M)$ we can act on the vector $v_\varphi \in T_\varphi \text{Diff}(M)$ by the right action $v_\varphi \mapsto v_\varphi \circ \psi$. Under this action we obtain the following proposition [HSS09, MD10].

Proposition 1. The Lagrangian of (2) is invariant with respect to the right action of $\text{Diff}(M)$ on $T \text{Diff}(M)$ given by composition.

While $\text{Diff}(M)$ is interesting, we will instead be leveraging smaller symmetry groups via the following corollary.

Corollary 1. Let $G \subset \text{Diff}(M)$ be a subgroup. Then $L$ is $G$-invariant.

4 Higher-order isotropy subgroups

Consider the space of $n$-tuples of non-overlapping points in $M$ denoted by

$$Q := \{(x_1, x_2, \ldots, x_n) \in M^n \mid i \neq j \implies x_i \neq x_j\}.$$
Given any \( z \in Q \) we can consider the subgroup of \( \text{Diff}(M) \) given by \( G_z := \{ \psi \in \text{Diff}(M) \mid \psi(z) = z \} \) where \( \psi(z) \in M^n \) is short-hand for \( (\psi(z_1), \ldots, \psi(z_n)) \) with \( z = (z_1, \ldots, z_n) \in M^n \). The homogenous space \( \text{Diff}(M)/G_z \equiv Q \) and landmark LDDMM can be seen as a reduction by symmetry with respect to \( G_z \). However, we wish to consider the version of LDDMM proposed in [SNPD13] wherein higher-order momentum distributions are considered. To obtain particles with orientation and shape, we consider the subgroup \( G_z^{(1)} = \{ \psi \in G_z \mid T_z \psi = T_z \text{id} \} \) where \( \text{id} \in \text{Diff}(M) \) is the identity. In local coordinates \( x^1, \ldots, x^d \) for \( M \) we see that \( \psi \in G_z^{(1)} \) if and only if \( \frac{\partial \psi^i}{\partial x^j} \bigg|_{x=z_k} = \delta^i_j \) for \( k = 1, \ldots, N \).

We find that the homogenous space \( \text{Diff}(M)/G_z^{(1)} \) is a non-overlapping subset of the \( N \) copies of the frame bundle of \( M \) [KMS99, Chapter 4]. This gives 1st-order particles new qualities, such as shape and orientation, and allows the landmark LDDMM formalism to express localized transformations such as local rotations and scalings. However, these locally linear transformations are only the beginning. We may consider “higher-order” objects as well. This requires a “higher-order” notion of isotropy, which in turn requires a “higher-order” notion of the tangent functor \( T \).

### 4.1 Higher order tangent functors

Given two curves \( a(t), b(t) \in M \) we write \( a(\cdot) \sim_k b(\cdot) \) if the \( k \)th-order time derivatives at \( t = 0 \) are identical. In fact, \( \sim_k \) is an equivalence class on the space of curves on \( M \), and we denote the equivalence class of an arbitrary curve \( a(\cdot) \) by \([a]_k \). For \( k = 0 \) the quotient-space induced by this equivalence is \( M \) itself. For \( k = 1 \) the quotient space is \( TM \). For arbitrary \( k \in \mathbb{N} \) we call the quotient space \( T^{(k)}M \). In effect, \( T^{(k)}M \) consists of points in \( M \) equipped with velocities, accelerations, and other higher order time-derivatives up to order \( k \).

Finally, given any \( \varphi \in \text{Diff}(M) \) the map \( T^{(k)}\varphi : T^{(k)}M \rightarrow T^{(k)}M \) is the unique map which sends the equivalence class \([a]_k \) consisting of the position \( a(0) \), velocity \( \frac{d}{dt} \bigg|_{t=0} a(t) \), \ldots, acceleration \( \frac{d^k}{dt^k} \bigg|_{t=0} a(t) \) to the equivalence class \([\varphi \circ a]_k \) consisting of the position \( \varphi(a(0)) \), velocity \( \frac{d}{dt} \bigg|_{t=0} \varphi(\dot{a}(t)) \), acceleration \( \frac{d^2}{dt^2} \bigg|_{t=0} \varphi(\ddot{a}(t)) \), \ldots, \( \frac{d^k}{dt^k} \bigg|_{t=0} \varphi(a(t)) \). In other words, \( T^{(k)}\varphi([a]_k) := [\varphi \circ a]_k \).

It is simple to observe that \( T^{(k)}\varphi : T^{(k)}M \rightarrow T^{(k)}M \) is a fiber-bundle diffeomorphism for each \( \varphi \in \text{Diff}(M) \). Moreover, \( T^{(k)} \) is truly a functor, in the sense that \( T^{(k)}(\varphi \circ \varphi') = T^{(k)}\varphi \circ T^{(k)}\varphi' \) for any two \( \varphi, \varphi' \in \text{Diff}(M) \). Equipped with the functor \( T^{(k)} \) we can define a notion of higher order isotropy.

### 4.2 Higher order isotropy subgroups

Again, choose a fixed \( z \in Q \) and define \( G_z^{(k)} := \{ \psi \in G_z \mid T_z^{(k)} \psi = T_z^{(k)} \text{id} \} \).

We may verify that \( G_z^{(k)} \) is subgroup of \( G_z \) since for any two \( \psi_1, \psi_2 \in G_z^{(k)} \) we observe

\[
T_z^{(k)}(\psi_1 \circ \psi_2) = T_z^{(k)} \psi_2(z) \psi_1 \cdot T_z^{(k)} \psi_2 = T_z^{(k)} \psi_1 \circ T_z \text{id} = T_z \text{id}.
\]
In local coordinates $x^1, \ldots, x^d$ for $M$ we see that $\psi \in G_z^{(k)}$ if and only if
$$\frac{\partial \psi^i}{\partial x^j} \bigg|_{x=z_k} = \delta^i_j, \quad \frac{\partial^{|\alpha|} \psi^i}{\partial x^\alpha} \bigg|_{x=z_k} = 0 \quad 1 < |\alpha| \leq k, \quad k = 1, \ldots, N.$$  
In particular, the notion of a jet becomes relevant.

**Definition 1.** The data which consists of local partial derivatives up to $k$-th order of $\varphi \in \text{Diff}(M)$ about the points of $z \in Q$ is called the $k$-jet of $\varphi$ with source $z$ and denoted by $j^k_z(\varphi)$. We denote the set of jets sourced at $z$ by $J^k_z(\text{Diff}(M))$. We call $z' = \varphi(z)$ the target of the jet $j^k_z(\varphi)$ and we can consider the set of jets with target $z'$.

The above definition allows us to use the group structure of $\text{Diff}(M)$ to induce a groupoid structure on jets. Namely, given two diffeomorphisms $\varphi_1, \varphi_2 \in \text{Diff}(M)$ such that $z' = \varphi_1(z)$ we define the product $j^k_z(\varphi_2) \cdot j^k_z(\varphi_1) = j^k_z(\varphi_2 \circ \varphi_1)$, a jet with source $z$ and target $\varphi_2(z')$.

Finally, the jet-functor allows us to define $G_z^{(k)}$ as $\{ \psi \in G_z \mid j^k_z(\psi) = j^k_z(id) \}$.

Before we go further we must state the following observation.

**Proposition 2.** For $z \in Q$, the group $G_z^{(k)}$ is a normal subgroup of $G_z$ and the quotient space $G_z/G_z^{(k)}$ is itself a group.

**Proof.** Let $\varphi \in G_z$ and let $\psi \in G_z^{(k)}$. We see that
$$T^k_z(\varphi \circ \psi \circ \varphi^{-1}) = T^k_z(\psi \circ \varphi^{-1}(z)) \circ T^k_z(\varphi \circ \psi^{-1}(z)) \circ T^k_z(\varphi^{-1}).$$

However $\varphi^{-1}(z) = z$, $\psi(z) = z$, and $T^k_z(z) = T^k_z(id)$ so that
$$T^k_z(\varphi \circ \psi \circ \varphi^{-1}) = T^k_z(\varphi) \circ T^k_z(\psi) \circ T^k_z(\varphi^{-1}) = T^k_z(id).$$

Thus $\varphi \circ \psi \circ \varphi^{-1} \in G_z^{(k)}$. As $\varphi \in G_z$ and $\psi \in G_z^{(k)}$ were chosen arbitrarily we see that $G_z^{(k)} \subset G_z$ is normal. Normality implies that the quotient $G_z/G_z^{(k)}$ is itself a Lie group.

It is not difficult to verify that $G_z/G_z^{(k)}$ is the set of $k$-jets of elements in $G_z$ with source $z$. Then multiplication in $G_z/G_z^{(k)}$ is given by $j^k_z(\psi_1) \cdot j^k_z(\psi_2) = j^k_z(\psi_1 \circ \psi_2)$ for $\psi_1, \psi_2 \in G_z$. In the case that $k = 1$ we observe $G_z/G_z^{(1)} = \text{GL}(d)$. In the case that $k = 2$ it is important to note that the set of constants $c_i^j_k = \frac{\partial^2 \varphi^i}{\partial x^j \partial x^k} \bigg|_{z_k}$ form a contravariant rank 1 covariant rank 2 tensors which satisfies $c_i^j_k = c_j^k$.

We call the vector space of such tensors $S^1_2$ and we observe that $G_z/G_z^{(2)}$ is an $n$-fold cartesian product of the centered semi-direct product group $\text{GL}(d) \bowtie S^1_2$ [CJ13].

Finally, we denote the homogenous space $Q^{(k)} := \text{Diff}(M)/G_z^{(k)}$. The space $Q^{(k)}$ manifests in the LDDMM formalism of [SNPD13] by adding structure to the landmarks. Just as $Q^{(1)}$ was a right $\text{GL}(d)$-principal bundle over $Q$, we will find $Q^{(k)}$ is a right $G_z/G_z^{(k)}$-principal bundle over $Q$.

---

3 We refer the reader to [JRD13, §4] or [KMS99, Ch 4] for more information on jets and jet groupoids.
5 Reduction by symmetry at 0-momenta

In this section, our aim is to express $G_z/G_z^{(k)}$ as a symmetry group for a reduced Hamiltonian system on $T^*Q^{(k)}$. We will discuss reduction theory on the Hamiltonian side as performed in [AM78,MR99,Sin01]. Of course, the reduction theory of Lagrangian mechanics is well understood [CMR01] and we will use the notion of a Lagrangian momentum map to simplify certain computations.

We shall assume that the reader is familiar with the transition from Lagrangian mechanics to Hamiltonian mechanics via the Legendre transformation. In our case, this transformation yields a Hamiltonian $H$ : $T^*\text{Diff}(M) \rightarrow \mathbb{R}$. As $H$ admits $\text{Diff}(M)$-symmetry inherited from $L$, we obtain a Noether theorem. To investigate this, we consider the momentum map for the cases to be considered in this paper.

Proposition 3. Given a Lie subgroup $G \subset \text{Diff}(M)$ with Lie algebra $\mathfrak{g}$, there exists a natural action of $\mathfrak{g} \in G$ on $T^*\text{Diff}(M)$ given by $(T^*R_{\xi}(p), v_\varphi) = (p, TR_{\xi}v_\varphi)$. The momentum map $J : T^*\text{Diff}(M) \rightarrow \mathfrak{g}^*$ induced by this action is given by $J(p_\varphi) = T^*\varphi \cdot p_\varphi|_G$

Proof. By the definition of the momentum map [AM78], for each $\xi \in \mathfrak{g}$ and $p_\varphi \in T^*_z\text{Diff}(M)$ it must be the case that $(J(p_\varphi), \xi) = (p_\varphi, T\varphi \cdot \xi) = (T^*\varphi \cdot p_\varphi, \xi)$.

Noether’s theorem states that $J$ is constant in time along solutions of Hamilton’s equations. Therefore, if $J = 0$ at $t = 0$ then $J = 0$ for all time. Moreover, we know that our $G_z^{(k)}$ symmetry allows us to reduce our equations of motion to the space $J^{-1}(0)/G_z^{(k)} \equiv T^*Q^{(k)}$ [MMO+07, Theorem 2.2.2]. We can therefore obtain a class of solutions to our equations of motion on $T^*\text{Diff}(M)$ by solving a set of Hamilton’s equations on $T^*Q^{(k)}$ with respect to a reduced Hamiltonian $H^{(k)} \in C^\infty(T^*Q^{(k)})$. Note that $H(T^*R_\varphi \cdot p_\varphi) = H(p_\varphi)$ for any $\psi \in G_z^{(k)}$, and so $H$ maps the entire $G_z^{(k)}$ equivalence class of a $p_\varphi \in T^*\text{Diff}(M)$ to a single element. In particular, for any $p_\varphi \in J^{-1}(0)$ we set $p$ equal to the $G_z^{(k)}$ equivalence class of $p_\varphi$ and define $H^{(k)}(p) = H(p_\varphi)$. This implicitly defines the reduced Hamiltonian $H^{(k)} : J^{-1}(0)/G_z^{(k)} \equiv T^*Q^{(k)} \rightarrow \mathbb{R}$.

On the Lagrangian side we may define the Lagrangian momentum map $J_L : T\text{Diff}(M) \rightarrow \mathfrak{g}_z^{(k)}$ given by composing $J$ with the Legendre transform [AM78, Corollary 4.2.14]. Traversing a parallel path on the Lagrangian side will lead us to the reduced phase space $TQ^{(k)} \equiv J_L^{-1}(0)/G_z^{(k)}$. The reduced Lagrangian is defined by noting that for any $v_\varphi \in T\text{Diff}(M)$, the $G_z^{(k)}$ symmetry of $L$ implies that $L$ sends the entire $G_z^{(k)}$-equivalence class of $v_\varphi$ to a single number. Thus there exists a function $L^{(k)} : TQ^{(k)} \equiv J_L^{-1}(0)/G_z^{(k)} \rightarrow \mathbb{R}$ defined by $L^{(k)}(J_L(v_\varphi)) = L(v_\varphi)$ for any $v_\varphi \in J^{-1}(0)$. We can then solve geodesic equations on $TQ^{(k)}$ to obtain geodesics on $\text{Diff}(M)$ via reconstruction.
Thus the expression and provide an implementation for \( k = 1 \). These more sophisticated particles contain extra structure, which opens the potential for extra symmetries. In particular, the fact that the system on \( TQ^k \) (or \( T^* Q^k \)) is obtained by a \( G_z^k \) reduction of systems with \( G \) symmetry has a consequence.

**Theorem 1.** The reduced Hamiltonian and Lagrangian systems on \( T^* Q^k \) and \( TQ^k \) respectively have \( G_z^k \) symmetry.

**Proof.** Elements of \( G_z/G_z^k \) are represented by \( j^k_z(\psi) \) for some \( \psi \in G_z \). We observe the natural action on \( Q^k \) is given by \( j^k_z(\varphi) \cdot j^k_z(\psi) := j^k_z(\varphi \circ \psi) \). We can lift this action to \( TQ^k \) in the natural way by viewing a vector \( v_\varphi \in T_\varphi \text{Diff}(M) \) as the tangent of a curve \( \varphi_t \in \text{Diff}(M) \) with \( \varphi_0 = \varphi \). In any case, we define the \( k \)-jet of \( v_\varphi \) sourced at \( z \) to be

\[
j^k_z(v_\varphi) = \left. \frac{d}{dt} \right|_{t=0} j^k_z(\varphi_t) = T(J^k_z(\text{Diff}(M))).
\]

We then observe

\[
j^k_z(v_\varphi) \cdot j^k_z(\psi) = \left. \frac{d}{dt} \right|_{t=0} j^k_z(\varphi_t \circ \psi) = \left. \frac{d}{dt} \right|_{t=0} j^k_z(\varphi_t) = j^k_z(v_\varphi).
\]

Under this tangent lifted action we find

\[
L^k(j^k_z(v_\varphi) \cdot j^k_z(\psi)) = L^k(j^k_z(v_\varphi \circ \psi)) = L(v_\varphi \circ \psi) = L(v_\varphi) = L^k(j^k_z(v_\varphi)).
\]

Thus \( L^k \) is \( G_z/G_z^k \). As \( H^k \) is merely the Hamiltonian associated to the Lagrangian \( L^k \) it must be the case that \( H^k \) also inherits this symmetry.

By Noether’s theorem we find the following

**Corollary 2.** Let \( J : T^* Q^k \to g^* \) be the momentum map associated to the right action of \( G = G_z/G_z^k \) on \( T^* Q^k \). Then \( J \) is conserved along solutions to Hamilton’s equations with respect to the Hamiltonian \( H^k \in C^\infty(T^* Q^k) \).

\[6\] Examples in \( \mathbb{R}^d \)

From this point on, let \( M = \mathbb{R}^d \) and choose an inner product on \( \mathcal{X}(\mathbb{R}^d) \) given by the expression

\[
\langle u, v \rangle_{\mathcal{X}(\mathbb{R}^d)} = \int u(\mathbf{x}) \cdot [\llangle v \rrangle](\mathbf{x}) d\mathbf{x}
\]

where \( \llangle : \mathcal{X}(M) \to \mathcal{X}(M) \) is a \( \text{SE}(d) \) invariant pseudo-differential operator with a \( C^k \) kernel given by \( K : \mathbb{R}^d \to \mathbb{R} \). For example, we could consider \( \llangle = (1 - \frac{1}{k+1} \Delta)^{k+1} \).
6.1 0th-order particles in \( \mathbb{R}^d \)

Let us consider a single particle with initial condition \( \mathbf{0} \in \mathbb{R}^d \). In this case we consider the isotropy group \( G_0 \), and the Lagrangian momentum map is given by

\[
\langle J_L(v_\varphi), \xi \rangle = \int \left[ \mathbb{I}(\rho(v_\varphi)) \right] \cdot \xi(x) dx \quad \forall \xi \in g_0.
\]

We see that \( J_L(v_\varphi) = 0 \) if and only if \( \mathbb{I}(\rho(v_\varphi)) \) is a constant vector-field times a dirac-delta centered at \( \mathbf{0} \). That is to say

\[
\langle J_L(v_\varphi), \xi \rangle = 0 \iff \int \left[ \mathbb{I}(\rho(v_\varphi)) \right] \cdot u(x) dx = a^i \cdot u^i(\mathbf{0})
\]

for some constants \( a^1, \ldots, a^d \in \mathbb{R} \). By inspection, the statement holds if and only if

\[
\rho(v_\varphi)(x) = e_i a^i K(x)
\]

where \( e_i \) is the \( i \)th basis vector of \( \mathbb{R}^d \). For example, if \( \mathbb{I} = \lim_{k \to \infty} (1 - \frac{1}{k} \Delta)^k \) then \( K(x) = \exp(-\|x\|^2/2) \) [MMar]. Moreover, \( J_L(v_\varphi) = 0 \) if and only if \( \rho(v_\varphi)(x) = a \exp(-\|x\|^2/2) \) for some \( a \in \mathbb{R}^d \). As \( G^{(k)}_0 = G_0 \) we find that the symmetry group for 0th-order particles is the trivial group \( G_0/G_0 = \{ e \} \). In other words, 0th-order particles admit trivial internal symmetry, and the reduced configuration manifold is simply \( \mathbb{R}^d \).

6.2 1st-order particles in \( \mathbb{R}^d \)

In this case we consider the isotropy group \( G^{(1)}_0 \), and the Lagrangian momentum map is given by

\[
J_L(v_\varphi) : \xi = \int \left[ \mathbb{I}(\rho(v_\varphi)) \right] \cdot \xi(x) dx \quad \forall \xi \in g^{(1)}_0.
\]

We see that \( J_L(v_\varphi) = 0 \) if and only if \( \mathbb{I}(\rho(v_\varphi)) \) is the sum of a velocity field of the form (3) plus a second vector field which satisfies the derivative reproducing property

\[
\int \mathbb{I}(\rho(v_\varphi))(x) u(x) dx = -b^j_i \partial_j u^i(\mathbf{0})
\]

for some set of constants \( b^j_i \). If \( K \) is differentiable then a simple integration by parts argument reveals that

\[
\rho(v_\varphi)(x) = e_i (a^i K(x) + b^j_i \partial_j K(x))
\]

for some set of real numbers \( a^i, b^j_i \in \mathbb{R} \) [SNDP13, c.f equation (4.1)]. For example, if \( \mathbb{I} = \lim_{k \to \infty} (1 - \frac{1}{k} \Delta)^k \) then \( K(x) = \exp(-\|x\|^2/2) \) and \( J_L(v_\varphi) = 0 \) if and only if

\[
\rho(v_\varphi)(x) = e_i a^i \exp \left( -\frac{\|x\|^2}{2} \right) + e_i b^j_i x^j \exp \left( -\frac{\|x\|^2}{2} \right).
\]
These are the affine particles mentioned in [SNDP13]. A schematic of one of these particles is shown in Figure 2. It is simple to verify that the reduced configuration manifold is $Q^{(1)} = \mathbb{R}^d \times \text{GL}(d)$.

### 6.3 Symmetries for 1st-order particles in $\mathbb{R}^d$

The symmetry group for a single 1st-order particle is $G^{(1)}_0/G_0 = \text{GL}(d)$. We can verify this by noting that for each $\psi \in G_0$, the jet $j^{(1)}_0(\psi)$ is described by the partial derivative $\frac{\partial \psi}{\partial x^j} \Big|_{x=0}$. Moreover, by the chain rule we find

$$\frac{\partial}{\partial x^j} \Big|_{x=0} (\psi_1 \circ \psi_2) = \frac{\partial \psi_1}{\partial x^k} \frac{\partial \psi_2}{\partial x^j} \Big|_{x=0}$$

which is the coordinate expression for the definition of the jet-groupoid composition $j^{(1)}_0(\psi_1) \cdot j^{(1)}_0(\psi_2) = j^{(1)}_0(\psi_1 \circ \psi_2)$. It is notable that the group of scalings and rotations is contained in $\text{GL}(d)$. These transformations were leveraged in [SNDP13] to create “locally affine” transformations.

Finally, $\text{GL}(d)$ acts on the $\text{GL}(d)$ component of $Q^{(1)} = \mathbb{R}^d \times \text{GL}(d)$ by right matrix multiplication. This makes $Q^{(1)}$ a trivial right $\text{GL}(d)$-principal bundle over $\mathbb{R}^d$.

### 6.4 2nd order particles in $\mathbb{R}^d$ (and beyond)

In this case we consider the isotropy group $G^{(2)}_0$. We see that $J_L(v_\varphi) = 0$ if and only if $\mathbb{I}(\rho(v_\varphi))$ is the sum of a velocity field of the form (4) plus a second vector field which satisfies the second-derivative reproducing property

$$\int \mathbb{I}(\rho(v_\varphi))(x) u(x) = c^i j^k \partial_j \partial_k u^i(0)$$

for some set of constants $c^i j^k$. If $K$ is twice-differentiable, then a second integration by parts reveals

$$\rho(v_\varphi)(x) = e_i a^i K(x) + b^j_j \partial_j K(x) + c^i j^k \partial_j \partial_k K(x).$$

(5)

For example, if $\mathbb{I} = \lim_{k \to \infty} (1 - \frac{1}{k} \Delta)^k$ then $K(x) = \exp(-\|x\|^2/2)$ and $J_L(v_\varphi) = 0$ if and only if

$$\rho(v_\varphi)(x) = e_i a^i \exp\left(-\frac{\|x\|^2}{2}\right) + e_i b^j_j x^j \exp\left(-\frac{\|x\|^2}{2}\right) + e_i c^i j^k (x^j x^k - \delta^k_j) \exp\left(-\frac{\|x\|^2}{2}\right).$$

We see that the collection of constants $\{c^i j^k\}$ transform as (and therefore must be equal to) contravariant rank 1 covariant rank 2 tensors. Moreover, we see observe the symmetry $c^i j^k = c^k j^i$. We will denote the set of such tensors by $S_1^2$. 

so that the reduced configuration space is \( Q^{(2)} = \mathbb{R}^d \times GL(d) \times S^1_2 \). See Figure 3 for a schematic of one of these particles.

At this point, we may deduce that for reduction by \( G_0^{(2)/G_0} \), the set \( J_{-1} \) consists of vectors \( v_\varphi \in T Diff(M) \) which satisfy \( \rho(v_\varphi)(x) = \sum_{|\alpha| \leq k} e_\alpha c_\alpha \partial_\alpha K \) for some series of \( c_\alpha \in \mathbb{R} \), where the dummy index \( \alpha \) is a multi-index. The reduced configuration space is \( Q^{(k)} = \mathbb{R}^d \times GL(d) \times S^1_2 \times \cdots \times S^1_k \).

### 6.5 Symmetries for 2nd-order particles in \( \mathbb{R}^d \)

In the case for a single second order particle in \( \mathbb{R}^d \), the symmetry group is \( G_0^{(2)}/G_0 \). We see that the 2-jet of a \( \psi \in G_0 \) is described by the numbers \( \partial \psi_i \partial x^j \) and \( \partial^2 \psi_i \partial x^k \partial x^j \). By representing the 2-jets concretely as partial derivatives, we arrive at the following description for \( G_0^{(2)}/G_0 \).

**Proposition 4.** The group \( G_0^{(2)}/G_0 \) is isomorphic to the centered semi-direct product \( GL(d) \pitchfork S^1_2 \) where \( S^1_2 \) is the vector space of rank \((1, 2)\) tensors on \( \mathbb{R}^d \), which are symmetric in the lower indices.

**Proof.** For any \( \psi, \varphi \in G_0 \) we find that

\[
\frac{\partial}{\partial x^j} \bigg|_{x=0} (\varphi \circ \psi) = \frac{\partial \varphi^i}{\partial x^k} \cdot \frac{\partial \psi^k}{\partial x^j} \bigg|_{x=0}
\]

and

\[
\frac{\partial^2}{\partial x^k \partial x^j} \bigg|_{x=0} (\varphi \circ \psi) = \frac{\partial}{\partial x^k} \bigg( \frac{\partial \varphi^i}{\partial x^j} (\psi(x)) \cdot \frac{\partial \psi^m}{\partial x^l} (x) \bigg)
= \left( \frac{\partial^2 \varphi^i}{\partial x^k \partial x^m} \frac{\partial \psi^m}{\partial x^j} + \frac{\partial \varphi^i}{\partial x^k} \frac{\partial^2 \psi^j}{\partial x^k \partial x^j} \right) \bigg|_{x=0}
\]

Observe that \( \frac{\partial^2 \varphi}{\partial x^k \partial x^j} \bigg|_{x=0} \) is a contravariant rank 1 covariant rank 2 tensor, symmetric in the covariant indices. In other words, it is an element of \( S^1_2 \). Moreover, the above formulas match the composition rule for a centered semi-direct product \( GL(d) \pitchfork S^1_2 \) where we use the natural left action of \( GL(d) \) on \( S^1_2 \) given by

\[
(b \cdot c)^i_j = b^k_i \cdot c^j_k \quad b \in GL(d), c \in S^1_2
\]

and the natural right action given by

\[
(c \cdot b)^i_j = c^m_i b^j_k b^m_k \quad b \in GL(d), c \in S^1_2.
\]

In particular, the group composition is given by \( (b, c) \cdot (\tilde{b}, \tilde{c}) = (b \cdot \tilde{b}, b \cdot \tilde{c} + c \cdot \tilde{b}) \). For more a verification that this is a well defined group we refer the reader to \([CJ13]\).

Given this symmetry group, we find that \( Q^{(2)} = \mathbb{R}^d \times GL(d) \pitchfork S^1_2 \) is a (trivial) right \( GL(d) \pitchfork S^1_2 \)-principal bundle over \( Q = \mathbb{R}^d \).
7 Conclusion

In this paper we have identified a family of isotropy groups which can be used to perform reduction by symmetry of geodesic equations on $\text{Diff}(M)$. We then observed that the reduced configuration spaces consisted of particles with extra group symmetries much like Yang-Mills particles. This extra structure was interpreted as a “localized transformation” and corresponds to the higher-order structures described in [SNDP13]. Computations for $M = \mathbb{R}^d$ were performed, and the appropriate velocity fields matched those described in [SNDP13]. Finally, the symmetry groups for two classes of higher-order particles were computed to be $\text{GL}(d)$ and $\text{GL}(d) \bowtie S^2_\infty$. This extra structure can be leveraged to provide greater accuracy and flexibility in existing implementations of landmark LDDMM.
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Abstract. We propose a novel framework to capture a complete set of 3D morphological differences in the corpus callosum (CC) between two groups of subjects. The CCs are segmented from whole brain T1-weighted magnetic resonance images and modeled as 3D tetrahedral meshes. The callosal surface is divided into superior and inferior patches on which we compute a volumetric harmonic field by solving the Laplace’s equation with Dirichlet boundary conditions. We adopt a refined tetrahedral mesh to compute the Laplacian operator, so our computation can achieve sub-voxel accuracy. Thickness is estimated by tracing the streamlines in the harmonic field. We combine areal changes found using surface tensor-based morphometry and thickness information into a vector at each vertex to be used as a metric for the statistical analysis. Group differences are assessed on this combined measure through Hotelling’s $T^2$ test. The method is applied to statistically compare three groups consisting of: congenitally blind (CB), late blind (LB; onset $> 8$ years old) and sighted (SC) subjects. Our results reveal significant differences in several regions of the CC between both blind groups and the sighted group, and to a lesser extent between the LB and CB groups. These results demonstrate the crucial role of visual deprivation during the developmental period in reshaping the structural architecture of the CC.

1 Introduction

The corpus callosum (CC) is one of the most highly studied subcortical structure in post-processing analyses of magnetic resonance images. This is in part due to its involvement in numerous disorders that affect the brain. The splenium of the
CC carries fibers that connect visuo-spatial areas of the brain, and the isthmus is also involved in visuo-spatial processing, as it contains fibers connecting the posterior parietal areas, which fuse multimodality sensory information [1]. The CC undergoes extensive myelinization during development until adolescence, and waves of peak growth rates can be observed in the CC’s of children of different ages [2]. Hence, studying the respective impact of congenitally (CB) versus lately acquired blindness (LB) on the anatomy of the CC provides a unique model to probe how experience at different developmental periods shapes the structural organization of the brain.

On the processing side, in T1-weighted magnetic resonance images (MRI), its high contrast difference from surrounding structures make accurate callosal segmentations straightforward for both manual and automatic methods. Additionally, its functional differentiation along an elongated sagittal axis has allowed researchers to focus on 2D analysis of the mid-sagittal section, allowing for simpler and faster numerical tools. Even so, it is clear that a 3D structural analysis can help visualization and may pick up some important information about the 3D structure of the CC that is discarded by 2D process.

We propose a novel 3D pipeline for the 3D analysis of the CC. While most studies have focussed on 2D representations of this structure, Wang et al. [3] compared the 3D CC of premature neonates to that of term-born controls. In that work, a surface grid was generated on the CC, and callosal thickness was computed as the distance from a medial axis. Statistical significance was assessed at each vertex on a vector containing the thickness and the deformation tensors from a multivariate tensor-based morphometry analysis (mTBM). The deformation tensors represent changes in area on the surface. However, for concave callosal surfaces, the medial axis is not well-defined and does not always have a biologically meaningful interpretation. Here we propose a new thickness computation to be combined with the standard mTBM analysis as in [3]. Given 3D tetrahedral meshes of the CC, we use the mesh based Laplacian operator to compute a harmonic field. The thickness is computed from the streamlines of the harmonic field. The estimated callosal thickness is well-defined, and may reflect the intrinsic 3D geometrical structure better than thickness derived from a medial axis and facilitate consistent cross-subject comparisons.

In the field of computational anatomy, tensor-based morphometry (TBM) [4, 5] and more recently its multivariate extension, mTBM [6, 7], have been used extensively to detect regional differences in surface and volume brain morphology between groups of subjects. Here we focus more specifically on mTBM on the callosal surface. Prior work [6] combining mTBM with other statistics such as the radial distance has significantly improved statistical power. Intuitively, thickness and mTBM are complementary, as thickness describes distances roughly along the surface’s normal direction, while mTBM detects surface dissimilarities, including differences in the surface metric tensor induced by the particular surface parameterization. So we argue that a combination of thickness and mTBM will offer a more complete set of surface statistics for callosal morphometry and hypothesize that they may boost statistical power to detect disease effects.
In this paper, we propose a combined multivariate morphometry statistics to study callosal differences associated with congenital-onset versus late-onset blindness. Our pipeline is applied on a data set consisting of: 14 congenitally blind (CB), 10 late blind (LB; onset > 8 years old) and 20 sighted control (SC) subjects. Prior 2D TBM analyses of the corpus callosum [7] revealed reductions in the isthmus and the splenium of the corpus callosum in early but not late blind compared to sighted controls. Comparisons of the early and late blind groups did not find any significant changes, though we hypothesize that they may be detected by our more powerful method. Additionally, [7] observed changes in the frontal lobes, though those were not reflected in the 2D analyses of the callosal regions connecting areas of the frontal lobes.

There are three main contributions in this paper. First, we propose an efficient method to compute the harmonic field with a tetrahedral mesh. Prior work on voxel-based brain thickness analysis [8, 9] relied on a three-dimensional cubic voxel grid to solve partial differential equations (PDE) in the potential field. However, due to the restrictions on the grid resolution which cannot precisely characterize the curved cortical surfaces in MR images, the measurement accuracy from this method is low and sensitive to noise. Our approach overcomes the defect of the limited grid resolution by adopting a high quality, adaptive tetrahedral mesh [10] and a finite element based Laplacian operator [11]. Compared with prior work [8, 9], our PDE solving computation can achieve sub-voxel accuracy. Second, we propose a multivariate statistics by combining the callosal thickness computed from our new method and mTBM. Lastly, through multiple comparison, we identify statistically significant areas on CC between the CB and LB groups. This discovery may help further our understanding of brain plasticity and in the long term, improve the effectiveness of rehabilitation techniques for blind individuals.

2 3D Callosal Thickness Computation with Harmonic Field

2.1 Solving Laplace’s Equation with Volumetric Laplacian Operators

Laplace’s equation $\Delta f = \nabla^2 f = 0$ in 3D Cartesian coordinates takes the form:

$$\left(\frac{\partial^2}{\partial x^2} + \frac{\partial^2}{\partial y^2} + \frac{\partial^2}{\partial z^2}\right) f(x, y, z) = 0.$$ 

$f$ is called harmonic if it satisfies the Laplace’s equation with Dirichlet boundary conditions. The computed function is called the harmonic field. Assume there are two boundaries, $B_0$ and $B_1$, the harmonic field is computed by solving for the harmonic function $f_M : M \rightarrow \mathbb{R}$, such that

$$\begin{cases} 
\Delta f_M(p) = 0 & \forall p \notin B_0 \cup B_1 \\
f_M(p) = 0 & \forall p \in B_0 \\
f_M(p) = 1 & \forall p \in B_1 
\end{cases}$$ (1)
Eqn. 1 has been used to estimate the thickness of cerebral cortex [8, 12–14] and CC thickness on the mid-sagittal section [9]. Here we propose a finite element approach to solve Eqn. 1 and achieve sub-voxel accuracy on the boundaries. Compared with prior voxel-based scheme [8, 9, 12–14], our new work may overcome the numerical inaccuracy due to the limited resolution of 3D grid.

Practically, we use tetrahedra to represent the volume data. Suppose \( K \) is a simplicial complex, and \( g : |K| \to \mathbb{R}^3 \) a function that embeds \( |K| \) in \( \mathbb{R}^3 \), then \((K, g)\) is called a mesh. For a 3-simplex, it is a tetrahedral mesh, \( Te \), and for a 2-simplex, it is a triangular mesh, \( Tr \). Clearly, the boundary of a tetrahedral mesh is a triangular mesh, \( Tr = \partial Te \).

Since the conventional harmonic energy is equivalent to the discrete harmonic energy [11] on a mesh, one may use the discrete Laplacian operator to minimize the harmonic energy. Here we adopt the Laplacian operator defined with tetrahedral mesh [11], as well as the following definitions.

**Definition 1.** Suppose that edge \( \{u, v\} \) is shared by \( n \) tetrahedra; thus it lies against \( n \) dihedral angles, \( \theta_i, i = 1, \ldots, n \). Denote \( l_i \) as the length of each edge that edge \( \{u, v\} \) lies against in the domain manifold \( M \), one can define the parameters \( k_{u,v} = \frac{1}{12} \sum_{i=1}^{n} l_i \cot(\theta_i) \).

**Definition 2.** The piecewise Laplacian is the linear operator \( \Delta_{PL} : C_{PL} \to C_{PL} \) on the space of piecewise linear functions on \( K \), defined by the formula \( \Delta_{PL}(f) = \sum_{\{u,v\} \in K} k_{u,v} (f(v) - f(u)) \).

**Definition 3.** Given a tetrahedral mesh, the graph weight matrix is defined as \( S_{u,v} = \begin{cases} k_{u,v} & \text{if } \exists e_{u,v} \\ 0 & \text{otherwise} \end{cases} \), where \( k_{u,v} \) is defined in Definition 2 [11]. Clearly, \( S \) is a sparse matrix and can be decomposed as \( S = \left( \begin{array}{cc} W_{VV} & W_{V\partial V} \\ W_{\partial VV} & W_{\partial V\partial V} \end{array} \right) \), where \( V \) and \( \partial V \) represent the set of internal vertices and boundary vertices, respectively.

**Definition 4.** Under Dirichlet boundary conditions, the Laplacian matrix is \( L_p = D_{VV} + D_{V\partial V} - S_{VV} \), where the diagonal matrix \( D_{V\partial V} = \text{diag}(S_{V\partial V} e_i) \), \( e_i \) is the \( i \)-th column vector in an identity matrix, i.e., \( (D_{V\partial V})_{ii} = \sum \) of \( i \)-th row in \( W_{V\partial V} \).

**Definition 5.** With the discrete Laplacian operator definition, we compute the harmonic field with Dirichlet boundary conditions,

\[
L_p x = c, \tag{2}
\]

where \( x \) is a \(|u| \times 1 \) vector (\(|u| \) is the number of internal vertices). Note \( x \) only contains unknown function values on internal vertices, i.e. \( W_{VV} \), as shown in the definition of \( L_p \); and constant vector \( c \) is computed by \( c_u = f^T W_{V\partial V} = \sum_{v \in M} f_v k_{v,u} \), where \( f_v \) is the specified function value on boundary vertices.

### 2.2 Thickness Profile Generation with the Harmonic Fields

Eqn. 2 is the discretized version of Eqn. 1. After computing the harmonic field \( f \) by solving \( x \) for internal vertices in Eqn. 2, we can compute the streamlines
to connect the two surfaces [8, 9]. Computationally, we construct a streamline as a parametric curve \( u(s) \) with arc length parameter \( s \). The thickness is defined as the total arc length of the streamline that traverses the CC from superior to inferior (or, alternatively, from inferior to superior) patches. Formally, we solve the following ordinary differential equation to construct the streamlines:

\[
\begin{cases}
    u'(s) = \pm \frac{\nabla f(u(s))}{|\nabla f(u(s))|} \\
    u(0) = x
\end{cases}
\]  

where \( x \) is a point on the starting surface patch and the streamline stops when it intersects the other surface patch. \( u' \) takes different sign based on the starting surface patch. Solving for Eqn. 1 using \( B_0 \) as either the superior or inferior surface, and \( B_1 \) as the other surface, we can compute the thickness at each point on superior and inferior surfaces, respectively.

### 3 Multivariate Morphometric Feature Computation

Alg. 1 and Fig. 1 illustrate the algorithm pipeline of our multivariate morphometry computation. In the following, we explain each step in details.

**Step 1. Tetrahedral mesh and triangular mesh generation.** Our meshes are generated by an adaptively sized tetrahedral mesh modeling method [10]. The method produces meshes conforming to the voxelized regions in the image by minimizing an energy function consisting of a smoothing term, a fidelity term and an elasticity term. Fig. 1(a) shows the binary image of a segmented corpus callosum and (b) shows its tetrahedral mesh. The boundary of the tetrahedral mesh gives a surface triangular mesh for the callosal surface (Fig. 1(c)).

**Step 2. Surface registration and surface decomposition.** The goal is to register CC surfaces and decompose them into two boundaries for thickness analysis. Given the long and thin structure of a CC surface, existing area-preserving spherical mapping based subcortical algorithms [15] may produce much distortion. For an accurate surface registration and decomposition, we adopt a holomorphic 1-form based method [6]. First, given a callosal surface, we label two consistent landmark curves at the caudal and rostral endpoints. They are biologically valid and consistent landmarks across subjects as shown in Fig. 1(d) (yellow lines). We call this process topological optimization. Given the callosal horizontal tube-like shape, these landmarks curves can be automatically detected by checking the extreme points along the first principal direction of the geometric moments of the surface. Secondly, we conformally map the callosal surface onto a rectangular planar domain with a holomorphic 1-form based conformal parameterization algorithm as in [6]. Fig. 1(e) illustrates the conformal parameterization by texture mapping the checkboard back to the surface. Finally, given two callosal surfaces \( S_1 \) and \( S_2 \) and their parameterizations, \( \tau_1 : S_1 \to \mathbb{R}^2 \) and \( \tau_2 : S_2 \to \mathbb{R}^2 \), we find a harmonic map \( \tau : \mathbb{R}^2 \to \mathbb{R}^2 \) between the parameter domains, such that:

\[
\tau \circ \tau_1(S_1) = \tau_2(S_2), \tau \circ \tau_1(\partial S_1) = \tau_2(\partial S_2), \Delta \tau = 0.
\]
Algorithm 1 Multivariate Morphometry of 3D Corpus Callosum.

**Input:** Binary image of segmented corpus callosum

**Output:** Morphometry features for each boundary vertex, including thickness and deformation tensors.

1. Build tetrahedral mesh from the binary image; build triangular mesh by computing the boundary of the tetrahedral mesh;
2. Register surfaces via holomorphic 1-form method [6]; decompose a surface into superior and inferior patches by tracing iso-parametric curves;
3. Compute callosal thickness using the harmonic field;
4. Compute deformation tensors; construct the multivariate morphometry features by combining mTBM and thickness feature.

On the registered surfaces, we generate two iso-parametric curves which pass the extreme points on two lateral sides. By cutting along these two curves and removing their attached triangles (also the tetrahedra in the tetrahedral mesh), we produce superior and inferior surface patches, which are used for the callosal thickness computation. (Fig. 1(f) shows the segmented superior and inferior surface patches (superior patch in blue and inferior patch in yellow).

**Step 3. Callosal thickness computation.** Similar to prior CC morphometric approaches with 2D Laplace’s equations [9, 16], our approach computes the 3D Laplace’s equation with an efficient discrete Laplacian operator. The details of the algorithm is described in Sec. 2. Fig. 1(g) shows how to compute the streamlines from the harmonic fields. We generate level set surfaces of the harmonic fields and the streamlines are computed by tracing their normal directions. (h) shows the color maps of the computed thickness profile on the callosal surfaces.

**Step 4. Multivariate morphometry feature computation.** Our complete multivariate morphometry feature consists of deformation tensors in log-Euclidean space and callosal thickness. Given two triangles, \([v_1, v_2, v_3]\) and \([w_1, w_2, w_3]\), first, we isometrically embed them onto the plane \(\mathbb{R}^2\); the planar coordinates of the vertices of \(v_i, w_j\) are denoted using the same symbols \(v_i, w_j\). Then we explicitly compute the Jacobian matrix \(J\),

\[
J = \begin{vmatrix} w_3 - w_1, w_2 - w_1 \end{vmatrix} \begin{vmatrix} v_3 - v_1, v_2 - v_1 \end{vmatrix}^{-1}.
\]

The deformation tensor can be defined as \(S = (J^T J)^{1/2}\). Instead of analyzing shape change based on the eigenvalues of the deformation tensor, a new family of metrics, the “Log-Euclidean metrics” [17] is used in multivariate tensor-based morphometry (mTBM). This conversion makes computations on tensors easier to perform and statistical parameters can then be computed easily using the standard formulas for Euclidean spaces.

To compute group differences with multivariate morphometry features, we then apply Hotelling’s \(T^2\) test on sets of multivariate morphometry values. Given two groups of \(n \times 1\)-dimensional vectors, \(S_i, i = 1, 2, \ldots, p\) and \(T_j, j = 1, 2, \ldots, q\), we use the Mahalanobis distance \(M\) to measure the group mean difference,

\[
M = \frac{N_S N_T}{N_S + N_T} (S - T) \Sigma^{-1} (S - T)
\]
where $N_S$ and $N_T$ are the number of subjects in the two groups, $\bar{S}$ and $\bar{T}$ are the means of the two groups and $\Sigma$ is the combined covariance matrix of the two groups [18]. Since the statistic M is univariate, our analysis does not introduce any bias because of the increase in the number of variables.

4 Experimental Results

Our data set consists of 14 CB, 10 LB and 20 SC adult subjects scanned on a 3T MPRAGE Siemens Tim Trio MRI Scanner quality. Images were aligned and scaled to the ICBM-53 brain template (International Consortium for Brain Mapping) with the FLIRT software [19], using a 9-parameter linear transformations (3 translations, 3 rotations and 3 scales). Then we manually segmented the CCs with Insight Toolkit’s SNAP program [20]. Tracings were performed in the registered template space by a trained investigator (Y.K.) and the results were checked by an experienced neuroscientist (F.L.). We consulted neuroanatomical references of the corpus callosum to help guide the placement of the contours. Fig. 2 shows some segmented results.

Then we apply Alg. 1 on the obtained binary images. Specifically, we generate tetrahedral meshes [10], compute conformal grids on their surface, register surfaces with constrained harmonic map and segment them into superior and inferior patches. We then estimate mTBM and the thickness (THK) at each vertex between the two patches using the harmonic field. Similar to the practice in [18], we also linearly covary the multivariate statistics at each pixel with subject age.
and gender information. The covaried statistics are used for a group difference study. For the group difference test, we run a permutation test with 5000 random assignments of subjects to groups to estimate the statistical significance (p-maps) in surface morphometry [6].

Fig. 3 shows uncorrected p-maps for three group difference studies. To explore whether our multivariate statistics provide extra power when combining thickness with mTBM, in each experiment, we also conducted three additional statistical tests using the thickness and different tensor-based statistics derived from the Jacobian matrix. The other statistics we studied are: (1) the thickness (THK) itself; (2) the determinant of Jacobian matrix; and (3) the mTBM. For statistics (1) and (2), we applied a Student’s t-test to compute the group mean difference at each surface point. In case (3) and for our new combined measure, we used Hotelling’s $T^2$ statistics to compute the group mean difference. In all sets of results, we detected significant areas around splenium areas for the combined measure. The CB also show significant changes in the body of the CC.

All group difference p-maps were corrected for multiple comparisons using the false discovery rate method (FDR) [21]. The FDR method determines the critical p-value, which is the highest threshold p-value that controls the FDR at the given threshold, e.g. 5%. To rank which clinical measures were most strongly associated with callosal morphology, we created cumulative distribution function (CDF) plots of the resulting uncorrected p-values. The critical p-value, which is the highest non-zero point at which the CDF plot intersects the $y = 20x$ line, represents the highest statistical threshold for which at most 5% false positive are expected in the map. If there is no such intersection point (other than the origin), there is no evidence to reject the null hypothesis. Also, steeper CDFs show stronger effect sizes. FDR results are shown in Fig. 4. All measures are significant for the CB vs. controls, while only our new combined measure falls above the $y = 20x$ line in the case of LB vs. controls.

Note that our results are consistent with previous work [7] and with the hypothesis that splenium regions should be affected in all blind groups, but more so in the CB. Our results are also consistent with another DTI tractography study [22], which found fractional anisotropy was significantly reduced in the
Fig. 3: Comparison of p-maps with four statistics on 3 different group difference studies. Non-blue colors show vertices with statistical differences, at the 0.05 level, uncorrected. The combined multivariate statistics outperformed all three individual statistics (the critical p-values for these maps are shown in Fig. 4).

The splenium of CB subjects. The splenium is primarily composed of fibers connecting the visuo-spatial areas of the brain. The differences seen here may be due to reduced myelination of these fibers in the absence of visual input.

In addition, with our novel multivariate statistics, we found changes in the body of the CC in the LB group while no such difference was detected in [7]. In the late blind subjects, the process of myelination is relatively advanced, so that the structure of the corpus callosum may not be that strongly influenced by the loss of visual perception. Our new discovery, generally consistent with this understanding, may provide additional insights to the myelination and cortical plasticity process. More importantly, these results also suggest that the newly proposed multivariate morphometry has more detection power in terms of effect size, likely because it captures callosal thickness and more directional and rotational information when measuring geometric differences.

In future, we will combine and correlate our multivariate statistical framework with other MRI imaging systems, such as cortical morphometry and diffu-
Fig. 4: The cumulative distributions of the $p$-values for difference detected between three diagnostic groups (CB, LB and SC) for all four statistics. The critical $p$-values are the intersection points of the curves and the $y = 20\%$ line. The new multivariate statistics achieved the highest critical $p$-values in all 3 comparisons.

sion tensor imaging (DTI) tractography, to advance our understanding of blindness and improve the effectiveness of rehabilitation techniques and life quality for blind individuals.
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Abstract. Tensor-based morphometry (TBM) studies encode the anatomical information in spatial deformations, which are locally characterized by Jacobian matrices. Current methods perform statistical analysis on incomplete features of the Jacobian matrices, such as their determinants or the Cauchy-Green deformation tensor. In this work we propose the use of a right-invariant Riemannian distance on $\text{GL}^+(n)$, providing more information about the local deformation than previous approaches.

1 Introduction

Tensor-based morphometry (TBM) is a methodology to analyze anatomical information encoded by the spatial transformations that map a reference template to a set of images. The spatial mappings are estimated by means of non-rigid registration. Afterwards, voxel-wise statistical analysis is performed on the spatial derivatives of the deformations (Jacobian matrices, hereinafter denoted by $J(x)$ for each location $x$ of the template domain).

The simplest and still most widely used approach for TBM is based on the Jacobian determinant. This feature has two main advantages. Firstly, it has an intuitive interpretation because it represents the local volume change. Secondly, standard univariate statistical analysis can be easily performed on Jacobian determinants (or their logarithms) \cite{1, 2}. The main limitation of the Jacobian determinant is that it only provides a coarse description of the deformation, because it only quantifies local volume change. To overcome this limitation, a multivariate TBM has been proposed based on the Cauchy-Green deformation tensor, $C = J^T J$ which provides more complete description of the local deformation.

Most of the available statistical tools are well defined for Euclidean data. However, so far there are no many statistical tools for manifold-valued data,
such as Cauchy-Green deformation tensors or Jacobian matrices. Statistics on Lie groups were analyzed in \cite{3, 4} defining principal geodesic analysis. Analysis of diffusion tensor images (DTI) promoted the development of statistical tools on symmetric positive definite (SPD) tensors \cite{58}. Some recent works deal with principal geodesics analysis using both, intrinsic statistics and the tangent plane approximation \cite{9} and regression on manifold data \cite{10, 12}. A multivariate extension of the Hotelling’s $T^2$ test has been proposed for analyzing longitudinal data \cite{13}.

In these previous works the definition of an appropriate distance between manifold elements plays an important role. The statistical tools for TBM studies use Jacobian matrices as input data which belong to the general linear group $GL^+(n)$. A contribution of this work is the use of distances between Jacobian matrices for TBM studies. A further requirement for a TBM study is that statistical results should be independent of the template choice. Under a transitive non-rigid registration process, we will show that the use of right-invariant distances provides a sufficient condition for holding the template invariance requirement.

The aim of this paper is twofold. Firstly, to introduce a distance between Jacobian matrices for TBM studies. This is formulated as a right-invariant Riemannian distance on $GL^+(n)$. The second aim is to illustrate results on a synthetic spatial deformation study and a MRI brain image study using three different right-invariant distances: $d_{DET}$ which is a distance based on Jacobian determinants; $d_{AFF}$ which is based on Cauchy-Green deformation tensors; and $d_{RI}$ which is a Riemannian metric on $GL^+(n)$. Voxel-wise hypothesis testing is performed by means of the Cramér test \cite{14, 15} for several reasons: it is computed from the set of distances between observations solely and it can be used for both univariate and multivariate data.

## 2 Background on univariate/multivariate TBM

Let $\Phi = [\phi^1, \phi^2, \cdots, \phi^n]^T: \Omega \to T$ be an invertible, orientation preserving and differentialable spatial mapping (a diffeomorphism), where $\Omega$ and $T$ are simply connected subsets of $\mathbb{R}^n$. Up to first order $\Phi(x+dx) = \Phi(x) + J(x)dx + O(dx^2)$, where $J$ is a field of linear transformations belonging to $GL^+(n)$ ($J: \Omega \to GL^+(n)$). Every element $J(x)$ is an $n \times n$ matrix with positive determinant. The set of these matrices together with the matrix-matrix multiplication is a matrix group and therefore a Lie group \cite{16}. The $n^2$ elements of the matrix $J(x) = (\mathcal{D}\Phi)|_x$ are the spatial derivatives of the deformation, such that the element $J^{i,j}(x) = \delta_j \phi^i|_x$, i.e. the derivative of the $i$-th component of $\Phi$ along the $j$-th coordinate.

Let $T$ and $A$ be two images representing similar contents. Registration of $T$ and $A$ is formulated as finding the spatial transformation $\Phi: \text{dom}(T) \to \text{dom}(A)$ such that $\Phi \circ T \sim A$, where $\circ$ denotes the action on the image $(\Phi \circ T)(x) = T(\Phi^{-1}(x))$, and $(\sim)$ refers to an equivalence relation defined typically by a matching energy. Once the matching is found, both, the target image $A$ and the
deformed image $\Phi \ast T$ look spatially similar and a correspondence is obtained between all points of the domains $\text{dom}(T)$ and $\text{dom}(A)$.

In order to assess statistical differences between two groups of images $A = \{A_a\}$ and $B = \{A_b\}$ at each location a hypothesis test is performed on the corresponding Jacobian matrices. Just to fix notation, let $\Phi_\mu$ be the mapping registering the template $T$ to the image $A_\mu$ such that $\Phi_\mu \ast T \sim A_\mu$, and let $J_\mu(x)$ be its corresponding Jacobian matrix at the point $x \in \text{dom}(T)$. From now on, the subindexes $a$ or $a'$ run over the elements of the set $A$, $b$ or $b'$ runs over the set $B$, and, in general, indexes $\mu$ and $\nu$ run over any instance.

In order to perform statistics on Jacobian matrices an appropriate distance function $d(\cdot, \cdot): \text{GL}^+(n) \times \text{GL}^+(n) \rightarrow \mathbb{R}^+$ must be employed.

### 2.1 Invariance with respect to the template

The template define the anatomical coordinates where to perform the statistical analysis. It is desired and expected that the methodology provides mainly the same result for any template choice allowing to make general statements about the anatomical location of the findings. Let $T$ and $W$ be two possible templates. Let $\Psi$ be the mapping relating $W$ and $T$ such that, $\Psi \ast W \sim T$. Every point $y \in \text{dom}(W)$ is in correspondence with a point $x = \Psi(y) \in \text{dom}(T)$. Let $\tilde{\Phi}_\mu$ be the spatial deformation to register $W$ to $A_\mu$. In this work it is assumed that the registration process is transitive [17, 18] and therefore $\tilde{\Phi}_\mu = \Phi_\mu \circ \Psi$. Although this assumption is rarely achieved by current registration methods it is a key ingredient to describe the findings in anatomical coordinates irrespective of the selected template.

The Jacobian matrix field derived from $\tilde{\Phi}_\mu$ is given by $\tilde{J}_\mu(y) = J_\mu(\Psi(y))P(y)$, where $P(y) = (D\Psi)|_y$. For a statistic based on distances, a sufficient condition to achieve template invariance is to use a distance which fulfills

$$d(\tilde{J}_\mu(y), \tilde{J}_\nu(y)) = d(J_\mu(x)P(y), J_\nu(x)P(y)) = d(J_\mu(x), J_\nu(x))$$

which is accomplished by a right-invariant distance, i.e.

$$d(J_\mu P, J_\nu P) = d(J_\mu, J_\nu)$$  \hspace{1cm} (1)

for any $J_\mu, J_\nu, P \in \text{GL}^+(n)$.

### 2.2 Jacobian determinant

The most widely used tests to assess group differences are based on the determinant of Jacobian matrices. These determinants belong to the group of positive numbers under multiplication. This is a Lie group and an invariant distance is

$$d_{DET}(J_\mu, J_\nu) = |\log(\det(J_\mu)) - \log(\det(J_\nu))|.$$  \hspace{1cm} (2)

The determinant of a Jacobian matrix can only quantify local volume changes. Note that $d_{DET}$ does not satisfy the coincidence axiom which can be seen by the fact that $d_{DET}(J, LJ) = d_{DET}(J, JL) = 0$ for any matrix $L$ with $\det(L) = 1$. 


2.3 Deformation tensor

In the area of continuum mechanics a commonly used feature to measure a local
deformation at the point \( x \) is the called Cauchy-Green deformation tensor \([19]\)
\[ C(x) = J^T(x)J(x) \]. The tensor \( C \) is a symmetric positive definite (SPD) matrix
and it is related to the amount of anisotropic deformation up to a rotation. Under
a change of template, Jacobian matrices transform as \( J \mapsto JP \) and therefore
Cauchy-Green deformation tensors transform as \( C \mapsto P^T CP \).

In \([5, 6]\) a distance between SPD matrices was proposed\(^1\):
\[ d_{SPD}(C_\mu, C_\nu) = \| \logm ((C_\mu)^{-1/2}(C_\nu)(C_\mu)^{-1/2}) \|_p \]
and for for any \( P \) with positive determinant satisfies \( d_{SPD}(C_\mu, C_\nu) = d_{SPD}(P^T C_\mu P, P^T C_\nu P) \). The distance \( d_{SPD} \) defines
a distance between Jacobian matrices

\[ d_{AFF}(J_\mu, J_\nu) = \| \logm \left( (J_\mu^T J_\mu)^{-1/2}(J_\nu^T J_\nu)(J_\mu^T J_\mu)^{-1/2} \right) \|_p \]

satisfying \( d_{AFF}(J_\mu, J_\nu) = d_{AFF}(J_\mu P, J_\nu P) \) and therefore fulfills the template
invariance requirement.

Likewise \( d_{DET} \), the distance \( d_{AFF} \) does not satisfy the coincidence axiom,
specifically \( d_{AFF}(J, RJ) = 0 \) for any rotation \( R \).

3 A metric on \( GL^+(n) \)

The two previous distances fulfill the template invariance requirement. However they do not satisfy the coincidence axiom and accordingly some differences
may not be measured. To overcome this drawback a right-invariant Riemannian
metric on the space of Jacobian matrices is presented below.

3.1 Invariant Riemannian distances on Lie groups

Let \( M \) be a differentiable manifold and \( T_x M \) its tangent space at the element
\( x \in M \). A Riemannian metric \( \langle u, v \rangle_x \) on \( M \) is a smooth assignment of inner
products to every tangent space where \( x \in M \) and \( u, v \in T_x M \) \([20]\). Using this
assignment, the length of a curve segment \( \gamma : [t_0, t_1] \subset \mathbb{R} \rightarrow M \) is defined as

\[ \text{Length}(\gamma; t_0, t_1) = \int_{t_0}^{t_1} \langle \dot{\gamma}(s), \dot{\gamma}(s) \rangle_x^{1/2} ds. \]

A geodesic segment between two elements \( z \) and \( w \) belonging to \( M \) is an arc-
length parameterized curve segment which locally minimizes the length. The
Riemannian distance between \( z \) and \( w \) is the length of the shortest geodesic
segment connecting both elements.

Geodesics can be uniquely described by an initial point and an initial velocity.
This description is related to the Riemannian exponential function \( \exp_x(v) \)
\[^1\] \( \logm(\cdot) \) denotes the matrix logarithm (the inverse of the matrix exponential, denoted
as \( \expm(\cdot) \)) and \( \| \cdot \|_p \) is the Frobenius norm.
where \( v \in T_zM \) [21]. The curve generated by \( \text{Exp}_{z}(tv) \) is a geodesic and the length of the segment from \( t = 0 \) to \( t = 1 \) is equal to \( \langle v, v \rangle_z^{1/2} \).

The set \( \text{GL}^+(n) \) of all \( n \times n \) matrices with positive determinant can be endowed with a differentiable manifold structure [16]. Furthermore, it has a Lie group structure (defined by the matrix-matrix product) and their elements, curves, tangent spaces and velocities can be translated by its group action [22].

A right-invariant metric is a Riemannian metric which naturally arises in Lie groups. Under this metric geodesics and distances remain invariant under right-translations. The metric can be defined as an inner product at a single tangent space (usually at \( T_zM \), called the group algebra) and propagated from right to the whole group

\[
\langle u, v \rangle_z = \langle T_zR_yu, T_zR_yv \rangle_{2y},
\]

where \( T_zR_y \) is the tangent lift of the \( R_y \) operator and right-translates a velocity from \( T_zM \) to \( T_{2y}M \). Additionally the following invariance property of the Riemannian exponential function holds:

\[
\text{Exp}(v) = \text{Exp}(T_zR_{-v})z. \quad (4)
\]

For a matrix group the tangent lift of the right translation takes the form \( TR_zv \mapsto VZ \), where \( V \) and \( Z \) are a matrix representation of \( v \) and \( z \).

### 3.2 Riemannian right-invariant distance on \( \text{GL}^+(n) \)

A closed form solution for the invariant Riemannian exponential on \( \text{GL}^+(n) \) for the case where \( \langle U_1, U_2 \rangle_1 = \text{trace}(U_1^T U_2) \), being \( U_1 \) and \( U_2 \) elements of \( T_Q \text{GL}^+(n) \), was given in\textsuperscript{2} [23]:

\[
\text{Exp}_Q(V) = \text{Exp}_Q(U)Q = \expm(U - U^T) \expm(U^T)Q, \quad (5)
\]

where \( V \in T_Q \text{GL}^+(n) \) and \( U = VQ^{-1} \in T_Q \text{GL}^+(n) \).

From the right-invariant Riemannian metric on \( \text{GL}^+(n) \) the following distance is induced:

\[
d_{RI}(J_\mu, J_\nu) = \langle U^*, U^* \rangle_{J_\mu}^{1/2},
\]

where \( U^* \) is the smallest initial velocity satisfying \( \text{Exp}_Q(U)J_\mu = J_\nu \). The distance inherits the right-invariance from the metric, \( d_{RI}(J_\mu, J_\nu) = d_{RI}(J_\mu P, J_\nu P) \) for any \( P \) in \( \text{GL}^+(n) \), and therefore the invariance under the template holds. In addition, \( d_{RI} \) fulfills the coincidence axiom, i.e. \( d_{RI}(J_\mu, J_\nu) = 0 \) if and only if \( J_\mu = J_\nu \).

\textsuperscript{2} Actually, in [23] the closed-form solution is given for a left-invariant Riemannian metric, however using the identity \( \text{Exp}_Q^{\text{right}}(U) = (\text{Exp}_Q^{\text{left}}(-U))^{-1} \) it is possible to express in closed-form its right-invariant version.
In this work it is proposed to compute the Riemannian distance solving the following problem:

\[
\minimize_{U \in T\text{GL}^+(n)} \left\| \exp(U) J_\mu - J_\nu \right\|_F^2 , \tag{L1}
\]

where, for simplicity, the Frobenius norm was chosen.

The Riemannian exponential function under a right-invariant metric is a surjective mapping to the identity component of the group. As the group GL^+(n) consists of only one connected component, then the distance is well defined for any pair of elements.

Using the right-invariance property in eq. (4), it is possible to reformulate the problem (L1) as

\[
\minimize_{U \in \text{gl}(n)} \left\| \exp(U) - J_\nu J_\mu^{-1} \right\|_F^2 , \tag{L2}
\]

where \( \text{gl}(n) = \mathbb{R}^{n \times n} \) is the Lie algebra of GL^+(n).

A gradient descent procedure can be used to solve (L2) where the gradient with respect to \( U \) is needed. Let \( Q \in \text{GL}^+(n) \) and \( E(U; Q) = \left\| \exp(U) - Q \right\|_F^2 = \left\| \expm(U - U^T) \expm(U^T) - Q \right\|_F^2 \) be the objective function. Its derivative with respect to \( U \) results in

\[
\mathcal{D}_U E(U; Q) = 2 \left( \exp(U) - Q \right)^T \mathcal{D}_U \exp(U) , \tag{6}
\]

where \( \mathcal{M} \) denotes the \( n^2 \) dimensional vector resulting by the stacking of the columns of the matrix argument \( \mathcal{F} : \mathbb{R}^{m \times n} \rightarrow \mathbb{R}^{pq} \). \( \mathcal{D}_M \mathcal{F}(\mathcal{M}) \) is a \( (pq)(mn) \) linear operator fulfilling \( \left[ \mathcal{D}_M \mathcal{F}(\mathcal{M}) \right]_{ij} = \delta_{ij} \mathcal{F}(\mathcal{M}) \). Some rules to compute matrix functions derivatives are in [24, Chapter 13].

Deriving the expression in eq. (5) it is obtained

\[
\mathcal{D}_U \exp(U) = \left( I_n \otimes \exp(U - U^T) \right) \text{dexpm}(U^T) K_{nn} + \left( \exp(U) \otimes I_n \right) \text{dexpm}(U - U^T) (I_n^2 - K_{nn}) \tag{7}
\]

where \( I_n \) is the \( m \times m \) identity matrix, \( K_{nn} \) is the commutation matrix [24] defined by \( K_{nn} X = X^T \) for an \( n \times n \) matrix \( X \) and \( \text{dexpm}(\cdot) \) is the Fréchet derivative of the matrix exponential function (see Appendix A).

The optimization problem to compute \( d_{RI} \) is presented as an iterative descent optimization with a backtracking line-search along the direction \( -\mathcal{D}_U E(U; Q) \) given by eq. (6).

Once the optimal initial velocity \( U^* \) is obtained, the length of the geodesic segment is \( \langle U^*, U^* \rangle^{1/2} = \left\| U^* \right\|_F \). If its Riemannian exponentiation generate the shortest curve segment between \( I \) and \( J_\nu J_\mu^{-1} \), then \( d_{RI}(J_\mu, J_\nu) = d_{RI}(I, J_\nu J_\mu^{-1}) = \left\| U \right\|_F \).
While the existence of a zero minimizer is guaranteed, a drawback of this formulation is the non-uniqueness of a velocity satisfying $\text{Exp}_Q(U) = Q$. There may exist different initial velocities which generate geodesics segments between $J_\mu$ and $J_\nu$.

4 Cramér test

Three different distance functions over Jacobian matrices have been considered in previous sections: $d_{DET}$, $d_{AFF}$ and $d_{RI}$. Even though many statistical analysis tools can be defined from the set of distances among observations, this work focused on the Cramér two-sample test [14, 15]. This test was selected because its statistic depends only on the inter-point distances

$$\sigma(D_{\mu\nu}) = \frac{n_a n_b}{n_a + n_b} \left( \frac{1}{n_a n_b} \sum_{a=1}^{n_a} \sum_{b=1}^{n_b} D_{ab} - \frac{1}{2n_a^2} \sum_{a=1}^{n_a} \sum_{a'=1}^{n_a} D_{aa'} - \frac{1}{2n_b^2} \sum_{b=1}^{n_b} \sum_{b'=1}^{n_b} D_{bb'} \right)$$

where $D_{\mu\nu} = d(J_\mu, J_\nu)$ is the inter-element distance and $n_a$ and $n_b$ is the cardinality of the set $A$ and $B$ respectively. Accordingly, this test can be directly used on both univariate and multivariate data.

Statistical significance can be assessed by means of random permutation tests. The distribution of the statistic under the null hypothesis is empirically estimated from random permutations of the group labels. The null hypothesis is that both groups instances are drawn from the same distribution and it is rejected for large enough values of $\sigma$. The $p$-value is assessed as the proportion of the permutations having a $\sigma$ value larger or equal than the $\sigma$ value without relabeling.

In TBM studies hypothesis tests are assessed at each image location and therefore multiple comparison correction is an important issue. In this work the false discovery rate (FDR) [25] criterion was used for the correction of the proportion of false-positives among the rejected null hypotheses.

5 Results

5.1 Synthetic study

A synthetic study was designed to generate a set of controlled deformations which will allow to illustrate the results of the three right-invariant distances in a TBM application environment.

In order to facilitate the visualization of the results the experiment was performed generating deformations on a 2D image. Two sets of 50 deformation fields were generated to deform a template. The first set was designed to represent the anatomical variability within a 'control' group, while the second set aimed at representing a 'pathological' group with group-driven anatomical differences and intra-group variability. Representative examples of the deformation maps
are illustrated in Fig. 1. Fig. 1 also shows 5 deformed contours from 'control' and 'pathological' groups depicting the intra-group variabilities.

Deformation instances for 'control' group $A$ were modeled as smooth and invertible random deformation fields which were obtained by integration of a spatially correlated stationary velocity field. Instances for 'pathological' group $B$ were modeled as the composition of a common group-driven deformation and random deformations similar to ones used for the 'control' group. The group-driven deformation was designed as an invertible mapping producing the following changes on the 'subcortical structures': a clockwise rotation of the structure in the 'left hemisphere' of 15 degrees; a counter-clockwise rotation of the structure in the 'right hemisphere' of 15 degrees and a subsequent anisotropic scaling with factors 0.7 and 1/0.7 along the horizontal and vertical directions respectively. Note that the group-driven deformation preserves the volume of the 'subcortical structures' but the surrounding regions suffer more complex deformation due to the continuity of the deformations. This effect can be seen in the zoomed panel of Fig. 1.

![Fig. 1. Synthetic data for 'control' group and 'pathological' group. Left: illustrative examples of the deformations map $\Phi_a$ and $\Phi_b$ mapping the template to a given instance. Right: five contours depicting the intra-group anatomical variability.](image)

TBM studies were performed using the previous defined distances: $d_{DET}$, $d_{AFF}$ and $d_{RI}$. At each location, Cramér tests were computed and a set of 100,000 random permutations were performed in order to assess the $p$-value maps. In order to correct for multiple comparison, FDR criterion was used.

Fig. 2 shows the FDR corrected $p$-value maps corresponding to the Cramér tests. The distance $d_{DET}$ was not able to detect statistically significant volume changes in the interior of the 'subcortical structures', because there was no significant local volume changes in those regions. However, significant volume differences were found at outer regions surrounding these structures. This behavior shows that the deformations driven by a rotation of a structure surrounded by a static region mainly generates volume changes outside the structure.

The statistical map using $d_{AFF}$ shows significant differences in the interior of the 'right subcortical structure', because there was an anisotropic scaling. However, no significant differences were found in the interior of the 'left subcortical structure' because the deformations were mainly driven by a rotation.
Fig. 2. Statistical map of FDR corrected p-values for Cramér test based on different distances. Template contours are illustrated in green for localization purposes. Cyan contours show the boundary of the regions with significant differences with the criterion of p_{FDR} ≤ 0.05.

Regarding the statistical map using d_{RI}, it can be seen that significant differences were found in the interior of both 'subcortical structures'.

5.2 ADNI dataset

A set of T1-MRI brain images was selected from ADNI database (adni.loni.ucla.edu). Twenty elderly control subjects (denoted here as NOR group) and twenty AD patients (denoted as AD group) were selected from the database. As the brain atrophy is affected by factors such as age and gender, subjects were selected to be gender-matched and within a narrow age interval (72 ± 1 years). Clinical scores, such as MiniMental State Examination (MMSE) [26] or the memory score in the Clinical Dementia Ratio (CDR) [27], were significantly different between both groups under a Student’s t-test (MMSE: 29.3 ± 1.0 for NOR group while 23.3 ± 1.8 for AD group; CDR: 0.0 ± 0.0 for NOR group while 0.9 ± 0.3 for AD group).

The MRI template T was built from 40 elderly control subjects as described in [2]. The deformations fields \( \Phi \) were estimated using a SVF diffeomorphic registration [28, 2] between the MRI template T and each image instance.

Voxel-wise Cramér tests were performed using the three right-invariant distances \( d_{DET} \), \( d_{AFF} \) and \( d_{RI} \). Critical values were estimated by means of a permutation test using 100,000 permutations. After, the p-values maps were corrected with FDR criterion. Fig. 3 shows a coronal and sagittal illustrative slice of the corrected p-value map for each method.

The three statistical maps are in agreement with the pathophysiological knowledge of Alzheimer’s disease. As it was expected, the number of voxels with significant differences in the \( d_{DET} \) map was much smaller than in \( d_{AFF} \) and \( d_{RI} \) maps.

6 Conclusion

Previous literature on TBM focused on selecting different features or descriptors of the Jacobian matrix on which to perform either univariate or multivariate
Fig. 3. Illustrative coronal (left) and sagittal (right) view of FDR-corrected $p$-value maps of the Cramér test on three right-invariant distances: $d_{DET}$ (top row), $d_{AFF}$ (middle row) and $d_{RI}$ (bottom row). L and R denote left and right hemisphere respectively. The dashed vertical lines show the location of the sagittal and coronal slices.

statistics. In this work different distance functions over Jacobian matrices were analyzed. From this distance perspective, the template invariance requirement led to the use of right-invariant distances.

Three different right-invariant distances on $GL^+(n)$ were considered in this work. The first two distances have been previously used in the literature: the distance between log of Jacobian determinants $d_{DET}$ and a distance between
deformation tensors $d_{AFF}$. While the distance $d_{DET}$ only measures local volume changes, $d_{AFF}$ additionally quantifies anisotropic scalings and shearings but no local rotations. The third one is a right-invariant Riemannian distance between Jacobian matrices $d_{RI}$, and it has not been previously used on TBM. The Riemannian distance $d_{RI}$ quantifies the complete local deformation. This behavior was clearly illustrated in the results from the synthetic data.

A Fréchet derivative of the matrix exponential

To compute the Fréchet derivative $D_U \exp_f(U)$ given in eq. (7) an expression for $d\exp(M) = D_M \exp(M)$ is required. This is the linear operator containing the derivatives of each element of $\exp(M)$ with respect to a perturbation on each element of $M$ and results in an $n^2 \times n^2$ matrix.

There are different attempts to compute $D_M \exp(M)$ [29–31]. For our computations we used the approach given in [32], where for an analytic matrix function $F(M)$

$$F \left( \begin{array}{c|c} M & P \\ \hline 0 & M \end{array} \right) = \begin{bmatrix} F(M) & d_L F(M + rP) \\ 0 & F(M) \end{bmatrix},$$

and if $P_j$ is the $j$-th canonical perturbation, then the vectorization of the upper-right submatrix $d_L F(M + rP_j)$ is the $j$-th column of the matrix $D_M F(M)$.
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Abstract. In neuroimaging, voxel based morphometry (VBM) has been a valuable tool of identifying brain-wide differences between populations. One of the key elements of VBM is to define a space for voxelwise comparisons. However, errors in this mapping to common space and variations of brain morphology, both natural and pathologic can result in false positives. In this work we explore a new framework, where a spatially varying morphological similarity graph is created between pairs of images. This graph is then used to stratify natural and pathological variability in a VBM-like setting. In contrast to VBM, which describes the group differences on an average brain morphology, sVBM describes how different brain morphologies are independently affected by pathology. Due to its pairwise nature, this technique provides smoother and better localised differences between populations, possibly providing novel insights into the homogeneity of pathological effects for different brain morphologies.

1 Introduction

The characterisation of morphometric differences between healthy and pathological populations is one of the cornerstones of medical imaging. Brain morphometry has been extensively studied in diverse populations, ranging from dementia (e.g. Alzheimer’s and Huntington’s disease) and schizophrenia, to autism and even normal ageing.

The morphometric characterisation of populations explores differences in volume, mass, shape, cortical thickness and tissue density. Due to the advent of high resolution anatomical imaging and increased computational power, voxel-based techniques have become the de facto tool for morphometric analysis. These techniques range from the classic voxel-based morphometry [1], characterising differences in tissue density, to tensor- [2] and deformation-based [3] morphometry, characterising differences in the mapping tensor and deformation parameters respectively. Voxel based morphometry (VBM) involves a voxel-wise comparison of the local concentration of grey matter between two groups of subjects when mapped to a common space. In order to reduce the bias towards the choice of template, a mean shape/appearance space, known as the groupwise space, is often used for the comparison[4]. Despite their seeming optimality for morphometric comparison, groupwise spaces suffer from three main problems: (1) their construction is highly dependent on the choice of image similarity metric and regularisation [5]; (2) the mapping errors to the groupwise space can result
in morphometric mismatch, a problem which has generated wide criticism [6, 7]; (3) and groupwise spaces mix naturally occurring morphologies (e.g. sulcal patterns, brain shape) with pathological (e.g. atrophy) effects. This work focuses on the latter effect.

Some of the above effects have been studied to some degree. Lepore et al. [8] and Koikkalainen et al. [9] have looked at multi-template TBM but have not explored the stratified space statistics. Other techniques based on pattern-based, feature-based morphometry, patch-based morphometry have also been used to overcome some of the VBM/TBM limitations by attempting to improve the power to detect pathological differences at the population level. However, these techniques do not explore how pathology affects each different brain morphology independently.

By mixing pathological effects with different morphologies, the VBM analysis is to some degree "comparing apples to oranges", i.e. when two items or groups of items cannot or should not be meaningfully compared (see Fig. 1). The use of a groupwise space for morphometric comparison has two underlying assumptions: first, that pathology affects all morphologies in a similar manner, i.e. it assumes that the pathological and natural variability in the high dimensional space of all brain morphologies are linearly separable, even though it is well known that different morphologies have different connectivity and functional activation patterns [10]; second, that the point estimate of the mean and variance of the population tissue densities assumes a monomodal distribution and accurately summarises the full population (see Fig. 2-right), i.e. VBM combines all modulated tissue densities in a groupwise space and then obtains a point estimate of the difference in tissue density between populations. However, certain phenotypes might have protective or deleterious effects on pathology, indicating that the tissue density differences might not be monomodal.

Some groups have explored the idea of stratifying populations in different subgroups for the purpose of segmentation [11, 12]. However, this stratification
normally attempts to separate the groups according to their pathological status, not taking into account the fact that there are different non-pathology-related morphological subgroups. Subsequently, further stratification into different local morphological subgroups is necessary. In the limit, this population stratification process considers each subject’s morphological subgroup as a stratum. Interestingly, this limit situation can be interpreted as the same problem solved by the multi-atlas propagation and label fusion community [13, 14], where the morphological similarity between subjects is used as a hub for label propagation. This stratification strategy was used in [15] for the purpose of classification, producing one of the highest reported accuracy results for AD prediction.

This work explores a novel approach for stratified voxel-based morphometry (sVBM). We re-interpret the question behind VBM as a morphology specific process. This approach is built on the Geodesic Information Flows (GIF) implicit-graph construct proposed by Cardoso et al. [16], which stratifies the subjects in a population with the use of an implicit spatially variant graph (see Fig. 2-right). This stratified space is then used for morphometric comparison. Overall, this work attempts to answer the question: how is each brain morphology affected by pathology?

2 Methods

This section will first introduce the mathematical framework and the undirected graph for geodesic information flow (GIF), followed by the introduction of the morphological distance metric between images. The GIF framework will then be used for voxel-based tissue density comparison in order to separate naturally-occurring from pathological effects. These stratified effects are then combined in a groupwise space for population analysis.

![Groupwise VBM and Stratified VBM](image)

**Fig. 2.** Left) Representation of how the tissue density flows between subjects in a groupwise approach, representing the average shape and appearance of the population. Right) In a pairwise approach, a spatially varying implicit graph is constructed. At a certain voxel location, the neighbourhood of each subject is dependent on the morphological similarity.
2.1 The geodesic information flows framework

Let a set $Y$ of $N$ images be the full set of observed T1-weighted MRI data with the $i$-th image of this set denoted by $Y_i$. Each image $Y_i$ is a vector of size $L_i$, with the voxel $v$ denoted by $Y_i(v)$. In this framework, all images in the database need to be independently non-rigidly mapped to every other image (pairwise registration). The mapping between image $Y_i$ and image $Y_j$ at voxel $v$ is denoted by $T_{i \rightarrow j}(v)$. As the framework requires a symmetric, inverse consistent and diffeomorphic coordinate transformation, we use a symmetric variant of a non-rigid free-form registration algorithm as described in [17].

As in [16], let $D$ be a set of distance matrices characterising the morphological similarity between images, with the $i$-th matrix of this set denoted by $D_i$. Here, $D_i$ will be an $L_i \times (N-1)$ matrix describing the distance between the image $Y_i$ and each one of the remaining $(N-1)$ images at every voxel position $v$. More specifically, $D_{ij}(v)$ will contain the distance between the $v$-th voxel of image $Y_i$ and its corresponding location in image $Y_j$. Under this assumption, a heat kernel decay function $W_{ij}(v)$ is then used as a weight to diffuse information between images. This kernel is defined as $W_{ij}(v) = \exp(-D_{ij}(v)t)$, with $t$ being the temperature of the heat kernel that will determine the distance and the speed of information diffusion and $D_{ij}(v)$ is a morphological distance defined as in Cardoso et al. [16]. Here, $t$ is set to 1 and its optimisation is out of the scope of this work. Note that the graph is undirected only if the distances are a semi-metric (subadditivity is not required). In short, the morphological neighbourhood of a voxel in a certain subject will be restricted to the most similar subjects from each group. In this work, $\alpha$ (as defined in [16]) will be set to 0.9, reducing the influence of the co-ordinate mapping in the morphological similarity metric. This information will be later introduce through Jacobian modulation. Also, no truncation is applied to $W_{ij}(v)$, making it span the full space of morphologies.

2.2 Tissue Segmentation

All $N_i$ images are segmented into their 3 constituent tissue classes: white-matter (WM), grey-matter (GM) and cerebrospinal-fluid (CSF). The tissue segmentation is obtained using AdaPT [18], an EM-based probabilistic segmentation algorithm. This algorithm reduces the bias introduced in the tissue segmentation by the choice of tissue priors through a patient-specific prior sampling procedure. Here, $S^c_i(v)$ represents the probability for voxel $v$ in image $i$ to belong to tissue class $c$. All images are skull-stripped using STEPS [19].

2.3 Stratified VBM

In VBM framework, all tissue segmentations are mapped to a groupwise space and commonly modulated by the Jacobian determinants of the transformation. The modulated segmentation of image $i$ at voxel $v$ in the groupwise space for tissue $X$ is denoted by $M_{i-c-GW}(v) = S^c_i(T_{i-c-GW}(v)) \times |\text{Jac}(T_{i-c-GW}(v))|$. The
global affine transformation between the images was removed from the Jacobian estimation in order to reduce the influence of head size.

Unlike VBM, which compares all the segmentations in a groupwise space, sVBM compares the segmentations in the space of every image in the database. For a subject $i$, the segmentation of tissue type $C$ of all other subjects $j \in N \setminus \{i\}$ is mapped to the space of $i$ and modulated by the Jacobian determinants. The modulated segmentations are denoted by $M_{c_{i} \leftarrow j}$. The same process is repeated for all $i \in N$. Thus, $N \times (N - 1)$ modulated probability images are generated per tissue type. Each modulated probability is smoothed by a $2mm$ isotropic full width at half maximum (FWHM) Gaussian filter. This filtering is intrinsically smaller than in VBM as the pairwise registration and the weighting scheme reduces the registration errors.

As previously mentioned, $W_{ij}(v)$ characterises the morphological similarity between image $i$ and $j$ at voxel $v$. Thus, $W_{ij}(v)$ can be used to weight the modulated tissue densities by the morphological similarity between subjects.

Let the $N$ subjects be divided into two sub-populations of interest: e.g. healthy-controls ($N_{HC}$), and diseased subjects ($N_{P}$). Within the space of a specific subject $i$, the difference in modulated tissue densities between the two groups at voxel $v$ and for tissue $X$, here denoted by $D_{c_{i} \leftarrow j}(v)$, will be given by:

$$D_{c_{i} \leftarrow j}(v) = \frac{\sum_{j \in N_{P} \setminus \{i\}} W_{ij}(v) \times M_{c_{i} \leftarrow j}(v)}{\sum_{j \in N_{P} \setminus \{i\}} W_{ij}(v)} - \frac{\sum_{j \in N_{HC} \setminus \{i\}} W_{ij}(v) \times M_{c_{i} \leftarrow j}(v)}{\sum_{j \in N_{HC} \setminus \{i\}} W_{ij}(v)}$$

These density difference maps are obtained for every subject $i$ and tissue $c$, resulting in $N \times C$ modulated tissue difference maps between the two populations. Each one of these maps, $D_{c_{i} \leftarrow j}$, provides voxel-wise information about the difference in the density of tissue type $c$ between the two populations, weighted by the local similarity between each subject $j$ and the subject $i$. Note that the current implementation does not take into account the presence of covariates like age and gender, as the testing data is balanced. However, this can be easily added through a weighted least-squares GLM, using $W_{ij}$ as weights.

### 2.4 Groupwise projection

The values of $D_{c_{i} \leftarrow j}$ already characterise the differences between the populations for each of the subjects’ morphological cluster. Thus, one can now map them to the groupwise space without entangling the pathological with the naturally-occurring variability. For all subjects and tissue types, the tissue density differences are then mapped to the groupwise space, in a similar fashion to the VBM approach. However, in contrast to VBM, where only a point estimate of the populations tissue density difference is obtained at each voxel, in sVBM, a non-parametric distribution of tissue density differences for the different morphologies and between the diseased and healthy populations is obtained at each voxel $v$ of the groupwise space. The vector of tissue density differences at voxel $v$ in the groupwise space is denoted by $D_{GW}(v) = \{D_{1}(T_{1 \leftarrow GW}(v)), \ldots, D_{N}(T_{N \leftarrow GW}(v))\}$. 
2.5 Sampling the null distribution

In order to test the significance of the findings, a non-parametric strategy similar to permutation testing is employed. Permutation methods (also known as randomisation methods) can be used for inference and thresholding of statistic maps when the null distribution is not known due to noise, population sample and the use of non-standard statistics. Ideally for sVBM, the null distribution should be constructed in the space of each patient’s morphology in order to provide information about the null distribution of density differences for each subject’s morphological cluster. For a relatively large number \( N \), this process would be computationally very time consuming. Furthermore, the multiple null distributions on the space of each subject’s morphology would have to be propagated to the groupwise space using \( T_{i\rightarrow GW}(v) \), breaking the null distribution’s independence criterion for each voxel. Instead, an approximation of the true null distribution of \( D_{GW}^c \) is obtained by permuting the labels of \( M_{i\rightarrow GW} \) [20]. A 6mm isotropic FWHM Gaussian filter smoothing is necessary here to correct for the problem of low variance [21] and also in order to account for minor mapping errors to the groupwise space. In this work, 20,000 random label samples were used per voxel to build the null distribution \( H_0 \). An example of the null distribution for a voxel in the parahippocampal gyrus can be seen in purple in Fig. 3.

The probability that a sample of \( D_{GW}^c \) comes from \( H_0 \) will thus be given by \( \int f(D_{GW}^c) \times f(H_0) \), with \( f(D_{GW}^c) \) and \( f(H_0) \) being the probability density function of \( D_{GW}^c \) and \( H_0 \) respectively.

3 Data

Due to the computational complexity of the pairwise registration strategy, only 100 ADNI2 (http://adni.loni.ucla.edu) data sets (50 healthy-controls and

![Fig. 3. The null distribution \( H_0 \) (in purple) for a voxel in the parahippocampal gyrus. Left) The green line represents the voxel’s GM tissue density difference; Right) A smoothed probability density function of the samples in \( D_{GW}^c \) (in green) suggesting a non-gaussian distribution of pathological effects for the different brain morphologies.](http://adni.loni.ucla.edu)
50 AD subjects) were used for validation. The 50 subjects of each group were chosen as the 50 first subjects ranked by scan number. The list of subjects used in this work will be made available on the author’s website at the time of publication. No age and gender statistical differences were found between the two populations.

4 Validation

All subjects were affinely mapped to a template’s physical space without resampling by updating the header information. All these affinely-aligned images were then non-rigidly mapped to each other in order to obtain $T_{i \rightarrow j}(v)$, $W_{i \rightarrow j}(v)$ and $M_{i \rightarrow j}(v)$, requiring 9900 registrations ($100 \times 99$). All density difference maps $D_{GW}$ and segmentations were also mapped to a mean deformation space, here called the groupwise space. The segmentations were modulated by the Jacobian determinant and smoothed with a 6mm FWHM Gaussian filter ($M_{c \leftarrow GW}$), similar to VBM, accounting for possible mapping errors. These modulated segmentations were then used to sample $H_0$ and the p-values (P-map) of the sVBM’s population differences map. For comparison purposes, the same smoothed modulated segmentations were also used to estimate a regular VBM-based difference map between the AD and HC populations and its associated p-values. All p-maps are presented uncorrected for multiple comparisons and masked to regions with density above 0.1. Results for the GM are shown in Fig. 4.

5 Discussion

The proposed method shows a well localised and anatomically plausible pattern of atrophy for AD when compared to HC. By stratifying the naturally-occurring image morphologies from the estimation of pathological effects, the mean density differences between the populations become shaper and more pronounced. More interesting than the accuracy of density difference localisation are the characteristics of the non-parametric distribution $D_{GW}$ (see Fig. 4-bottom). The mean, std, 10th and 90th percentiles of the density difference distribution $D_{GW}$ at each voxel are presented in Fig. 4. Note that the least pathologically-affected brain morphologies (90th percentile) still suffer from atrophy in the temporal lobe and thalami area. However, the most pathologically-affected morphologies (10th percentile) suffer from atrophy in nearly all brain regions. The skewness and standard deviation (std) of $D_{GW}$ suggest that the disease process does not affect all morphologies in a similar manner, with some specific local brain morphologies showing almost no pathological effects (see Fig. 4-bottom right).

6 Conclusion

The proposed work presents a novel technique for morphometric characterisation of population differences. In contrast to VBM, which provides an answer to
the question “How does pathology affect an average brain morphology?”, the proposed work attempts to answer the question “How does pathology affect each individual brain morphology?”. By answering a different question, sVBM could provide a complementary and possibly richer source of information about neurodegeneration.
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Abstract. This paper presents a geometric method for parameterization, matching, and analysis of surface shapes. Surfaces are parameterized and represented by intrinsic coordinate maps derived from the conformal structure of the shape. This parameterization is invariant to rigid transformations of the shape, as well as angle-preserving parameterizations of the surface. Shape matching between coordinate maps of two surfaces is achieved by i) deforming the isothermal curves of the intrinsic parameterization under a nonlinear transformation, and ii) locally reparameterizing the isothermal curves to yield invariant diffeomorphic matchings. Experimental results are shown in synthetic data as well as neuroanatomical shapes such as the hippocampus and the cortex.

1 Introduction

Over the past decade, we have seen diverse approaches and applications, both in the continuous and the discrete setting for geometric shape modeling. The different approaches for surface modeling and shape analysis are usually fine tuned for the problem in hand. For computer aided design (CAD) applications, the computer graphics community is interested in parameterized or even parametric surface modeling [1]. The spectral shape approach [2] has been originally proposed for computer vision applications such as 3D shape retrieval and recognition, although it has also been recently applied to anatomical shapes [3–5]. Similarly, Fourier-based modeling approaches such as SPHARM and its variations [6–8] have been proposed for brain subcortical structures. A slightly different approach models the medial information in elongated shapes and represents it using medial representations [9, 10] and its variants, M-reps [11], or continuous M-reps [12]. The LDDMM approach [13] relies on high- (usually infinite) dimensional embeddings of shapes in ambient manifolds and finds an optimal matching between objects through momentum fields. Another interesting recent approach [14] represents and models vector fields on surfaces and considers a
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space of such surfaces. A slightly different approach [15] uses distributions or currents for modeling shapes of surfaces. There is also the widely used landmark based approach [16, 17] with a well defined statistical formulation.

It is often useful to directly analyze parameterized representations of surface shapes, where quantities such as magnitudes and directions of deformations have convenient physical interpretations. Thus, parameterization-based approaches to shape surface modeling are still considered beneficial and will continue to be developed. Recently, Auzias et al. [18] proposed a model-based parameterization of the cortical surface, where sulci and gyri are constrained to a specific coordinate system. In our work, we represent surfaces using intrinsic curves and allow a continuous deformation based matching of the surfaces via the curves. Surfaces have been previously approximated by curves (for example, see NURBS [1]) in the field of computer graphics, strictly for the purpose of surface editing and deformations, and more recently for facial recognition and analysis [19].

In this paper, we propose an approach that defines an intrinsic coordinate parameterization on the surface which is defined by the surface conformal structure, and present a novel approach for matching the underlying coordinate mappings across different shapes. This method is general and can be applied to a wide variety of shapes. Our approach directly represents the coordinate system by isothermal curves and deforms the coordinate systems via invariant mappings between them. As shown in this paper, this idea has important implications for analyzing anatomical form. This paper is organized as follows: Sec. 2 introduces the surface shape representation, Sec. 3 outlines a method for elastically matching the coordinate systems across shapes, followed by experimental results (Sec. 4) on synthetic data, hippocampal shapes, and the cortex.

2 Surface Representation via Intrinsic Coordinate Maps

We consider a smooth, two-dimensional, genus zero, oriented surface $S$, and assume that it admits a smooth parameterization $x : D \rightarrow \mathbb{R}^3$. The domain $D$ can either be a unit plane or a sphere $S^2$, although for the purpose of this paper, we will assume $D \equiv (u, v) \subset \mathbb{R}^2$. Specifically $D \equiv [0, 1] \times [0, 1]$. Further we also assume that the parameterization $x$ is isothermal. This means that the local coordinates of the parameterization admit a conformal mapping from a neighborhood of the surface $S$ to the Euclidean plane. Then the coordinate curves of the parameterization $x$ are also isothermal. This condition implies that

$$\left\langle \frac{\partial x}{\partial u}, \frac{\partial x}{\partial v} \right\rangle = \left\langle \frac{\partial x}{\partial v}, \frac{\partial x}{\partial u} \right\rangle,$$

$$\left\langle \frac{\partial x}{\partial u}, \frac{\partial x}{\partial v} \right\rangle = 0,$$

thus ensuring that the isothermal curves are orthogonal to each other. We denote the isothermal curves by $\psi_u(v = \text{constant})$, and $\psi_v(u = \text{constant})$.

**Theorem 1.** Given a pair of orthogonal vector fields $(w_u, w_v)$ at a point $p \in S$, where $\frac{dw_u}{du}(0) = w_u$, $\frac{dw_v}{dv}(0) = w_v$, and $\psi_u(0) = \psi_v(0) = p$, there always exists a parameterization $x$ in the neighborhood of $p$ such that the coordinate curves of $x$ are the integral curves of $w_u$ and $w_v$. 

The proof of Theorem 1 due to Korn-Lichtenstein [20, 21] uses the notion of the first fundamental form of surfaces, and the reader is referred to Varolin [22] for a modern proof. The fundamental idea here is that one can always recover a surface patch locally using the vector fields on the isothermal curves. Further, the entire surface can be reconstructed using a collection of such overlapping local patches. We thus represent the surface $S$ by the coordinate map given by

$$\Psi \equiv \{\{\psi_u\}, \{\psi_v\}\}, \forall u, v \in [0, 1],$$

where \(\psi_u, \psi_v : [0, 2\pi] \rightarrow \mathbb{R}^3\),

$$\int_0^{2\pi} \dot{\psi}_u(t) dt = \int_0^{2\pi} \dot{\psi}_v(t) dt = 0.$$  

We list a few properties of the set $\Psi$ below.

1. Since $\Psi$ is defined intrinsically on the surface, it is invariant to rigid motions (translations and rotations) of the surface.
2. Any angle-preserving mapping of the original surface generates a new $\Psi$ that will consist of a new family of isothermal curves. The original $\Psi$ can be recovered up to a diffeomorphism of the plane or the sphere.
3. The coordinate map $\Psi$ can alternately be generated as a solution of the Laplace’s equation $\Delta f = 0$ for any harmonic function $f : S \rightarrow \mathbb{R}$.

### 2.1 Construction of Isothermal Curves using Conformal Mapping

Any regular surface admits an isothermal coordinate system [23]. A collection of isothermal coordinate systems under a particular orientation defines a Riemannian structure on the surface. Furthermore, such a surface is locally conformal to a plane. Then the coordinate functions of any two transition or overlapping charts on this surface are holomorphic. We will exploit this idea to construct isothermal curves on surfaces. Particularly, in our work, isothermal curves are computed from a global conformal mapping of the surface with a holomorphic 1-form based method [24]. As discussed earlier, holomorphic functions and the associated differential forms can be generalized to Riemann surfaces by using the notion of conformal structure. For example, a *holomorphic 1-form* $\omega$ is a complex differential form, such that in each local frame, \((u_\alpha, v_\alpha), z_\alpha = u_\alpha + iv_\alpha, \) where \(i = \sqrt{-1}\), the parametric representation is \(\omega = f(z_\alpha)dz_\alpha, \) where \(f(z_\alpha)\) is a holomorphic function. On a different chart \((U_\beta, \phi_\beta), \) with another local frame, \((u_\beta, v_\beta), z_\beta = u_\beta + iv_\beta, \) where \(i = \sqrt{-1}\), we have \(\omega = f_\beta(z_\beta)dz_\beta = f_\beta(z_\beta(z_\alpha)) \frac{dz_\beta}{dz_\alpha} dz_\alpha, \) where \(f_\beta \frac{dz_\beta}{dz_\alpha}\) is still a holomorphic function. By Hodge theory, one may compute holomorphic 1-forms [24] on simply connected (such as the cortex) or multiply connected (such as the hippocampus) surfaces, where the computed holomorphic 1-forms induce a surface..

---

**Fig. 1**: Example of coordinate curves on a hippocampal surface.
conformal parameterization on the Euclidean domain. For both hippocampal and cortical surfaces, the holomorphic 1-form induces a special system of curves on a surface, the so-called conformal net. Horizontal trajectories are the curves that are mapped to iso-\( v \) lines in the parameter domain. Similarly, vertical trajectories are the curves that are mapped to iso-\( u \) lines in the parameter domain. The horizontal and vertical trajectories form a web on the surface. Because the holomorphic 1-form induces a conformal parameterization, these curves become isothermal curves defined in the prior section. For a tube-like shape or a genus zero surface with one open boundary, the trajectory connectivity structure is trivial (as there is no zero point). Our work uses these trajectories as the curves defined on surface to represent an intrinsic coordinate system. Fig. 1 shows an example of a conformal net on a hippocampal surface.

For some anatomical shapes, we label two consistent landmark curves at the anterior and the posterior end. For example, in case of the hippocampus, we represent its anterior junction with the amygdala, and its posterior limit as it turns into the white matter of the fornix. These are biologically valid and consistent landmarks across subjects. We call this process topological optimization. Given the hippocampal tube-like shape, the landmarks curves can be automatically identified by finding the extreme points by searching along the first principal direction of geometric moments of the surface [25]. By cutting along these two landmark curves, a hippocampal surface is modeled by a cylinder-like surface, i.e. a multiply connected surface. Alternately, the cortex is represented by a genus zero surface with one open boundary by cutting along the boundary of the corpus callosum.

3 Elastic Shape Matching between Surfaces

Given two surfaces \( S_1 \) and \( S_2 \), and their coordinate maps \( \Psi_1 \) and \( \Psi_2 \), we will find an optimal mapping by deforming the coordinate maps from one surface to the other. Since the map \( \Psi \) is not scale invariant, we normalize the scale as follows. First in a neighborhood of a point \( p \in S \), we have the local curve parameterizations \( \psi_u : t \in [0,2\pi) \to \mathbb{R}^3 \), and \( \psi_v : t \in [0,2\pi) \to \mathbb{R}^3 \), that are used to define the local surface parameterization as \( \frac{\partial x}{\partial u} = \frac{d\psi_u}{dt} \frac{dt}{du} \), \( \frac{\partial x}{\partial v} = \frac{d\psi_v}{dt} \frac{dt}{dv} \). Then the scale normalization is achieved using,

\[
\tilde{\Psi} = \frac{\Psi}{\sqrt{\int_{D}||\frac{\partial x}{\partial u} \times \frac{\partial x}{\partial v}||du \, dv}} \tag{4}
\]

With a slight abuse of notation, we will refer to the scale-normalized map \( \tilde{\Psi} \) as \( \Psi \) throughout the paper. For rotational alignment, we will first compute the centroids of the set of any one of the coordinate curves. For example, for surface \( S_1 \), we compute \( \sigma_u^1 = \int_{0}^{1} \psi_u du, \forall u \in [0,1] \). Here \( \sigma_u^1 \in \mathbb{R}^3, \forall u \in [0,1] \). Similarly, for surface \( S_2 \), we compute \( \sigma_u^2 = \int_{0}^{1} \psi_u du, \forall u \in [0,1] \). Then the optimal rotation (\( \hat{O} \in SO(3) \)) is initialized by carrying out a singular value decomposition \( \hat{O} = \)
$ADBT = \int_0^1 \sigma_1^1 \sigma_2^2 du$, where $A$ and $B$ are left and right unitary matrices, and $D$ is a matrix given by

$$D = \begin{bmatrix} 1 & 0 & 0 \\ 0 & 1 & 0 \\ 0 & 0 & |A||B| \end{bmatrix}.$$  

(5)

Our approach is as follows. We simultaneously obtain a global as well as a locally optimal matching of the surface via its isothermal curves. Instead of explicitly imposing a Riemannian metric on the underlying geometrical structure, as done in [14, 26], we propose a distance function on the coordinate curves directly. Figure 2 shows the schematic of the workflow.

Fig. 2: Illustration of the global and local surface matching procedure. For each $v \in [0, 1]$, there is a local diffeomorphism of the isothermal curve.

3.1 Global Matching between Surfaces

In order to simplify the global matching, we observe that the isothermal curves $\psi_v$ can also be written as functions of $u$, since $\psi_u$ can be reconstructed from $\psi_v$ owing to orthogonality. We will thus simplify the notation in Eqn. 3 and by slight abuse of notation, denote the surface by the collection,

$$\Psi \equiv \{\psi_v(u)\},$$

where $u \in [0, 2\pi)$.

(6)

$$\psi_v : [0, 2\pi] \rightarrow \mathbb{R}^3 \Bigl| \int_0^{2\pi} \dot{\psi}_v(u) du = 0, \forall v \in [0, 1].$$

(7)

Let the coordinate maps $\Psi_1$, and $\Psi_2$ be given by $\{\psi^1_v(u)\}$, and $\{\psi^2_v(u)\}$ respectively. Then we define the matching problem as the minimizer,

$$d_S(\Psi_1, \Psi_2) = \min_{\phi_v} \int_0^1 d_\phi(\psi^1_v, \hat{O} \psi^2_{\phi_v})^2 [1 + \dot{\phi}_v] dv,$$  

(8)

where $\phi_v : [0, 1] \rightarrow [0, 1]$ is a diffeomorphism, and $v \in [0, 1]$ is the index of the isothermal curve. Furthermore $d_\phi$ is the distance between isothermal curves $v$. 

and $\phi_v$ for a given $v$, and is defined in Sec. 3.2. Ideally, we would like the distance $d_S$ to be inverse-consistent and invariant to reparameterizations by the index of the isothermal curve $s$.

**Proposition 1.** The distance $d_S$ is invariant to reparameterization by the index function of the isothermal curves.

**Proof.** In order to check for invariance due to reparameterization, we evaluate Eqn. 8 under an arbitrary reparameterization of the time parameter $\lambda(v) : [0, 1] \rightarrow [0, 1]$. Without loss of generality, we set $\hat{O} = I$, an identity matrix. Thus Eqn. 8 becomes

$$d_S(\Psi_1(\lambda(v)), \Psi_2(\lambda(v))) = \min_{\phi_{\lambda(v)}} \int_0^1 d_\psi(\psi^1_{\lambda(v)}, \psi^2_{\phi_{\lambda(v)}})^2 [1 + \dot{\phi}_v(\lambda(v))] \lambda(v) dv.$$

By performing a change of variables $\lambda(v) = g$, and letting $\lambda(0) = 0, \lambda(1) = 1$ without loss of generality, we get $dg = \lambda(v) dv$. Also we note that $\frac{d}{dv} \phi(\lambda(v)) = \dot{\phi}(\lambda(v)) \lambda(v) dv$. Thus the reparameterized distance becomes

$$\min_{\phi_{\lambda(v)}} \int_0^1 d_\psi(\psi^1_g, \psi^2_{\phi_{\lambda(v)}})^2 [1 + \dot{\phi}_{\lambda(v)}] dg,$$

which is same as Eqn. 8.

**Proposition 2.** Given that the distance between the isothermal curves $d_\psi$ is symmetric, then the distance $d_S$ is an inverse-consistent (symmetric) distance between coordinate maps.

**Proof.** In order to check for inverse-consistency, we need to verify that $d_S(\Psi_1, \Psi_2)$ under the optimal time warp $\dot{\phi}_v$ is same as $d_S(\Psi_2, \Psi_1)$ under the optimal time warp $\dot{\phi}^{-1}_v$. Again, without loss of generality, we set $\hat{O} = I$, an identity matrix. Noting that $\frac{d}{dv} \phi^{-1}_v = \frac{1}{\phi_v(\phi^{-1}_v)}$ under the inverse function theorem, we rewrite Eqn. 8 as

$$d_S(\Psi_2, \Psi_1) = \min_{\phi_{\Psi_2}} \int_0^1 d_\psi(\psi^1_{\phi_{\psi_2}}, \psi^2_{\phi_{\psi_1}})^2 [1 + \frac{1}{\phi_v(\phi^{-1}_v)}] dv.$$

Again by change of variables we let $\phi^{-1}_v = t$. Thus $dv = \dot{\phi}_v dt$. Therefore the above distance becomes

$$d_S(\Psi_2, \Psi_1) = \min_{\phi_{\Psi_2}} \int_0^1 d_\psi(\psi^1_{\phi_{\psi_2}}, \psi^2_{\phi_{\psi_1}})^2 [\dot{\phi}(t) + 1] dt,$$

which is same as Eqn. 8.

### 3.2 Local Curve Matching of Coordinate Parameterizations

The objective function (Eqn. 8) for global matching involves the curve distance between isothermal curves, and further requires it to be symmetric. To obtain an
efficient, invariant and symmetric mapping between coordinate curves $\psi_1^v$ and $\psi_2^v$, we consider the following distance function:

$$
\begin{align*}
    d_\psi(\psi_1^v, \psi_2^v) &= \arg\min_{r, O \in SO(3), \gamma_u \in S^1} \frac{1}{2} \int_0^{2\pi} \left[ \langle \psi_1^v - r \cdot O(\psi_2^v \circ \gamma_u), \psi_1^v - r \cdot O(\psi_2^v \circ \gamma_u) \rangle \\
    &\quad + \langle \psi_2^v - r \cdot O(\psi_1^v \circ \gamma_u^{-1}), \psi_2^v - r \cdot O(\psi_1^v \circ \gamma_u^{-1}) \rangle \right] du,
\end{align*}
$$

(13)

where the operation $r \cdot \psi_1^v = \psi_1^v(s - r)|_{\text{mod}2\pi}$, simply shifts the starting point of the curve, $O \in SO(3)$ is a local rotation, and $\gamma : S^1 \rightarrow S^1$ is a local reparameterization. For a discretized version of the curve, the shift in origin $r$ is found exhaustively, and the optimal rotation is found using singular value decomposition as described before. Finally, given an optimal shift and rotation, we solve Eqn. 13 using dynamic programming. Eq. 13 is symmetric, which also causes the distance defined in Eq. 8 to be symmetric. It should be noted that the Eq. 8 jointly optimizes the mapping in both $u$ and $v$ directions via the global parameterization $\phi_v$ in Eqn. 8 and the local parameterization $\gamma_u$ in Eqn. 13.

4 Results

4.1 Synthetic Data

![Fig. 3: Comparison of Euclidean and elastic surface matching for synthetic data. Top row shows the matching features in color. Bottom row shows the corresponding parameterizations.](image)

The synthetic data consists of two cylindrical shapes that differ by the locations of the protrusions along the length. We use the same method as the hippocampal surface to induce isothermal curves on them. Although this is a manufactured example, the alignment resulting from shape matching provides insights about the behavior of the algorithm. Fig. 3 (top row) shows the target and the source shapes color coded according to the parameterization in the $v$ direction. The middle column shows the Euclidean matching of the source to the target. This is achieved by setting $\phi_v = id, \forall v \in [0, 1]$, and $\gamma_u = id$ for each $v$. 
The last column shows the elastic shape matching of the source by minimizing Eq. 8 and Eq. 13. The bottom row shows the respective parameterizations resulting from the matching. In the last column, we observe that the optimal matching is achieved by shifting the bump downward, while preserving the features (shown by color) on the bump. Thus the corresponding parameterization (last row, last column) shows large stretching before the bump, and compression immediately after. We also show a smooth deformation between the target to the source for both Euclidean matching (Fig. 4-A) and the elastic matching (Fig. 4-B). The right panel in Fig. 4 also shows the average shapes. The average shape for the elastic matching preserves the bump as well as the parameterization (shown by color) compared to the Euclidean case.

4.2 Cortical Registration

Here, we show an example of matching intrinsic coordinate maps between two cortical surfaces, extracted using the MNI protocol [27]. Fig. 5 shows comparisons of Euclidean and elastic matching of the coordinate maps for the cortical surfaces. It should be noted that no sulcal curves were traced on the surfaces, and that the shape matching is landmark-free. The circles highlight where there is a noticeable improvement in cortical homology due to the elastic matching. While this example is for demonstration purposes only, and the nature of the cortical correspondence warrants careful validation, our goal here was to illustrate the potential for a simple elastic curve registration based method to solve a general surface matching problem.

4.3 Hippocampal shape analysis

For the purpose of hippocampal morphometry, the imaging data consisted of high resolution T1 MRI images of 40 healthy subjects (15 Males / 25 Females) in the age range 18 − 80 years with the mean age of 44 ± 20 years. The hippocampal surface meshes were segmented using Freesurfer [28] and the intrinsic coordinate maps were generated using the procedure in Sec. 2.1. Fig. 6 shows the shape alignment between pairs of target and the source hippocampi from this dataset. Each row of Fig. 6 shows the source hippocampus followed by the aligned target due to Euclidean matching, and the aligned target shape due to elastic matching. All shapes are color-coded according to the underlying parameterization, and the structural alignment can be visualized by similar colors. Visually, the elastic
Fig. 5: Cortical surface mapping between the target shape (top) and the source shape using Euclidean (middle) and elastic matching (bottom). Also shown are the coordinate curves colored according to the parameterization. Circles denote improvement in registration due to elastic matching.

matching yields a better alignment as observed in the anterior (top), central, and the posterior regions.

We then performed statistical analysis of the morphology of the hippocampus to model the effect of age on the shape. We selected an arbitrary shape in the dataset as the template and aligned all the surfaces to it using the elastic shape matching. Then all the aligned surfaces were grouped together, and an average shape of the hippocampal surfaces was computed for both the left and the right hemisphere in the brain. Finally for each aligned surface, we computed the radial distance from each vertex on the surface to the medial axis. This distance was used as the shape variable in the statistical analysis. We used a general linear model for inferring the effect of age after covarying for gender on the hippocampal morphology. Fig. 7 shows the statistically significant p-values (after correcting for multiple comparisons using the false discovery rate yielding a cut-off value \( p = 0.01 \)) overlaid on three different views of the averages of the left and the right hippocampus. These shapes were uniformly scaled, so the results show contractions exclusively due to shape with the progression of age. This result is in agreement with the established knowledge that the brain volume and also the hippocampal volume atrophies with age. Finally we also performed supervised classification to determine the accuracy of hippocampal shape as a predictor for age. We defined the two classes as subjects with age \( \leq 30 \) years, and those with age \( > 30 \) years. We then computed the distance given in Eqn. 8
between the individual shapes to the mean and used it as a classifier in a support vector machine (SVM) framework. When computing distances, we computed the shape distances in the following ways i) based on exhaustive matching of the conformal nets, and ii) based on partial matching ($\pm 20$ coordinate curves from the center) of the conformal nets from individuals to the mean shape. Fig. 8 shows the accuracy for predicting the age based on hippocampal shape for the two strategies. We observed that the average accuracy improved from 57.5% to 62.5% when we restricted the matching to the subset of the conformal nets. This may be because the classification of age may be sensitive to morphological changes near the center of the shape (Also see Fig. 7).

5 Discussion

We presented a geometric approach for mapping intrinsic coordinate systems across shapes. The coordinate systems are derived from the holomorphic 1-form that exploits the conformal structure of the surface. Bidirectional coordinate
matching is achieved jointly using both a global diffeomorphic warping function as well as a local diffeomorphic function invariant to local coordinate reparameterizations. This achieves both global shape alignment while optimizing local shape correspondences. In the future, we will investigate methods for performing statistical shape analysis of surfaces via the coordinate map representation, as well as perform detailed validation and comparisons with other approaches such as the spectral methods for subcortical shapes, as well as fluid-based registration approaches for cortical surfaces.
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1 Introduction

Given two images called Template and Reference, registration consists in determining an optimal diffeomorphic transformation $\varphi$ such that the deformed Template image is aligned with the Reference. This technique has gained much interest in clinical studies among others, when comparing an image to a database or for volumetric purposes. For images of the same modality, the goal of registration is to correlate the geometrical features and the intensity level distribution of the Reference and those of the Template. When the images have been acquired through different mechanisms and have different modalities, registration aims to correlate both images while preserving the modality of the Template image. There are forward and backward registrations. In this work, we adopt the Eulerian framework to find a backward transformation $\Phi$ such that the grid points $y$
in the deformed Template originate from non-grid points $x = \Phi(y)$.

For an overview of existing parametric and non-parametric registration methods (including landmarks, $L^2$ similarity, linear elasticity, linear diffusion, splines, viscous fluid model, etc.), we refer the reader to [17]. In the case of non-parametric methods (our framework), the transformation is not restricted to a parameterizable set and the problem is phrased in terms of minimization of functional (with unknown the deformation vector field $\varphi$) including a distance measure criterion and a smoother on the deformation vector field $\varphi$. Physical arguments often motivate the way the smoother is devised. Classical regularizers such as linear elasticity (see [4]) are not suitable for problems involving large deformations since assuming small strains and the validity of Hooke’s law. The scope of the proposed work is thus to devise a theoretically well-motivated registration model in a variational formulation, authorizing large and smooth deformations, while keeping the deformation map topology-preserving.

For problems involving large deformations but by a different approach from ours, we refer the reader to [5] in which Christensen et al. propose a viscous fluid model (not in a variational form). The objects to be matched are viewed as fluids evolving in accordance with the fluid dynamic Navier-Stokes equations. More precisely, given the force field $f$, the deforming image is considered to be embedded in a viscous fluid whose motion is governed by Navier-Stokes equations:

\begin{align}
\mu \Delta v(x, t) + (\nu + \mu) \nabla \cdot (\nabla v(x, t)) &= f(x, u(x, t)), \\
v(x, t) &= \partial_t u(x, t) + \nabla u(x, t) \cdot v(x, t).
\end{align}

Equation (2), defining material derivative of the displacement field $u$, nonlinearly relates the velocity $v$ and the displacement vector field. Constants $\mu$ and $\nu$ are viscosity coefficients of the fluid. One drawback of this method is the computational cost. Numerically, the image-derived force field $f(x, u(x, t))$ is first computed at time $t$. Fixing the force field $f$, linear equation (1) is solved for $v(x, t)$ numerically using the successive over-relaxation scheme. Then an explicit Euler scheme is used to advance $u$ in time. These elements motivated us to propose an alternative framework requiring faster implementation.

We now depict the mathematical setting. Let us emphasize that the focus of the paper is on the mathematical presentation and well-posedness of a nonlinear elasticity-based registration model. Hence, the computational results are currently restricted to mouse brain gene expression data. Later work may go to a larger range of medical images with comparisons to reference methods.

Let $\Omega$ be a connected bounded open subset of $\mathbb{R}^2$ with Lipschitz boundary $\partial \Omega$ representing the reference configuration. Let us denote by $R : \bar{\Omega} \to \mathbb{R}$ the Reference image and by $T : \bar{\Omega} \to \mathbb{R}$ the Template image. It is assumed that $T$ and $R$ are both defined on the open and bounded domain $\Omega$ in the plane, a rectangle in general. Also, for theoretical and numerical purposes, we assume that $T$ is compactly supported on $\Omega$ to ensure that $T \circ \varphi$ is always defined and we assume that $T$ is Lipschitz continuous with Lipschitz constant $K > 0$. Also, $R$ is supposed to be sufficiently smooth.
Let \( \varphi : \Omega \to \mathbb{R}^2 \) be the deformation of the reference configuration. A deformation is a smooth enough mapping that is orientation-preserving and injective, except possibly on \( \partial \Omega \). We also denote by \( u \) the associated displacement such that \( \varphi = \text{Id} + u \). The deformation gradient is \( \nabla \varphi = I_2 + \nabla u \), \( \Omega \to M_2(\mathbb{R}) \), the set \( M_2(\mathbb{R}) \) being the set of all real square matrices of order 2. Thus the idea is to find a smooth deformation field \( \varphi \) such that the deformed Template matches the Reference. The model is phrased as a functional minimization problem whose unknown is \( \varphi \). It combines a distance measure criterion chosen to be the \( L^2 \)-norm of the difference between the deformed Template and the Reference, and a smoother on the deformation field. An alternative to intensity-based measures would consist in using information-theoretic-based matching measures such as mutual information (see [17]), suitable when dealing with images of different modalities or in comparing, for instance, the normalized gradient fields of both images (see [8] and [11]).

The proposed matching criterion is complemented by a regularizer on the deformation field \( \varphi \). To allow large deformations, we introduce a nonlinear-elasticity-based smoother, the theory of linear elasticity being unsuitable in this case since assuming small strains and the validity of Hooke's law. We propose to view the shapes to be warped as isotropic, homogeneous, hyperelastic materials and more precisely as Saint Venant-Kirchhoff materials. Note that rubber, filled elastomers, biological tissues are often modeled within the hyperelastic framework, which motivates our modelling.

For the sake of completeness, we would like to refer the reader to previous works related to registration based on nonlinear elasticity principles. In [8], Droske and Rumpf address the issue of non-rigid registration of multi-modal image data. The matching criterion includes first order derivatives of the deformation and is complemented by a nonlinear elastic regularization based on a polyconvex stored energy function, which is different from our proposed approach. We also mention the combined segmentation/registration model introduced by Le Guyader and Vese ([12]) in which the shapes to be matched are viewed as Ciarlet-Geymonat materials, the works [2] and [16] for a variational registration method for large deformations (Large Deformation Diffeomorphic Metric Mapping - LDDMM), and refer to [20] for a much related work that also uses nonlinear elasticity regularization but implemented by the finite element method.

Before depicting the mathematical material, we review some fundamental concepts and notations (see [6] for further details). We recall that the right Cauchy-Green strain tensor is defined by \( C = \nabla \varphi^T \nabla \varphi = F^T F \in S^2 \) with \( S^2 = \{ A \in M_2(\mathbb{R}), A = A^T \} \), set of all real symmetric matrices of order 2. Physically, the right Cauchy-Green tensor can be interpreted as a quantifier of the square of local change in distances due to deformation. The Green-Saint Venant strain tensor is defined by \( E = \frac{1}{2} (\nabla u + \nabla u^T + \nabla u^T \nabla u) \). Associated with a given deformation \( \varphi \), it is a measure of the deviation between \( \varphi \) and a rigid deformation. We also need the following notations: \( A : B = \text{tr} A^T B \) the matrix inner product in \( \mathbb{R}^2 \) and \( ||A|| = \sqrt{A:A} \), matrix norm in \( \mathbb{R}^2 \) (Frobenius...
norm). The stored energy of an isotropic, homogeneous, hyperelastic material, if the reference configuration is a natural state, is of the form:

\[ W(F) = \tilde{W}(E) = \frac{\lambda}{2} (\text{tr} \ E)^2 + \mu \text{tr} \ E^2 + o(\|E\|^2), \ F^TF = I + 2E. \quad (3) \]

The stored energy function of a Saint Venant-Kirchhoff material is defined by

\[ W_{SVK}(F) = \tilde{W}(E) = \frac{\lambda}{2} (\text{tr} \ E)^2 + \mu \text{tr} \ E^2. \]

The Saint Venant-Kirchhoff material is thus the simplest one that agrees with expansion (3). Moreover, as suggested in [12] or [14], from a numerical viewpoint, this modelling can generate high-magnitude deformations. These two arguments motivate the choice of the model we propose. At last, to ensure that the distribution of the deformation Jacobian determinants does not exhibit too large contractions or too large expansions, we propose to complement the model by a term controlling that the Jacobian determinant remains close to 1. In definitive, we propose to consider the following minimization problem:

\[ \inf \left\{ I(\varphi) = \int_{\Omega} f(x, \varphi(x), \nabla \varphi(x)) \, dx : \varphi \in \text{Id} + W^{1,4}_0(\Omega, \mathbb{R}^2) \right\}, \quad (4) \]

\[ f(x, \varphi, \xi) = \frac{\nu}{2} (T(\varphi) - R)^2 + W_{SVK}(\xi) + \mu (\det \xi - 1)^2 = \frac{\nu}{2} (T(\varphi) - R)^2 + W(\xi). \]

Also, \( \varphi \in \text{Id} + W^{1,4}_0(\Omega, \mathbb{R}^2) \) means that \( \varphi = \text{Id} \) on \( \partial \Omega \) and \( \varphi \in W^{1,4}(\Omega, \mathbb{R}^2) \).

\( W^{1,4}(\Omega, \mathbb{R}^2) \) denotes the Sobolev space of functions \( \varphi \in L^4(\Omega, \mathbb{R}^2) \) with distributional derivatives up to order 1 which also belong to \( L^4(\Omega) \). (We justify later that \( W^{1,4}(\Omega, \mathbb{R}^2) \) is a suitable functional space for the considered problem).

2 Theoretical Results

2.1 Introduction of the Relaxed Problem

Function \( f \) in (4) fails to be quasiconvex, which raises a drawback of theoretical nature since we cannot obtain the weak lower semi-continuity of the functional. The idea is thus to replace problem (4) by the so-called associated relaxed problem \((QP)\) formulated in terms of the quasiconvex envelope of \( f \). Even though the original \( f \) is not quasiconvex and therefore in general the infimum of (4) is not attained, one has \( \inf (4) = \inf (QP) \) and with some extra coercivity condition, the infimum of \((QP)\) is reached. To the best of our knowledge, this technique of relaxation has never been used in the context of image registration before.

In the sequel, we start by establishing the explicit expression of the quasiconvex envelope of \( f \) and derive the associated relaxed problem.

Proposition 1. The relaxed problem associated to (4) is defined by:

\[ \inf \left\{ \bar{I}(\varphi) = \int_{\Omega} Qf(x, \varphi(x), \nabla \varphi(x)) \, dx : \varphi \in \text{Id} + W^{1,4}_0(\Omega, \mathbb{R}^2) \right\}, \quad (5) \]
with $Qf$ given by: $Qf(x, \varphi, \xi) = \begin{cases} \frac{\nu}{2} (T(\varphi) - R)^2 + W(\xi) & \text{if } ||\xi||^2 \geq 2 \frac{\lambda + \mu}{\lambda + 2\mu}, \\ \frac{\nu}{2} (T(\varphi) - R)^2 + \Psi(\det \xi) & \text{if } ||\xi||^2 < 2 \frac{\lambda + \mu}{\lambda + 2\mu}, \end{cases}$

and $\Psi$ the convex mapping such that $\Psi : t \mapsto -\frac{\mu}{2} t^2 + \mu (t - 1)^2 + \frac{\mu(\lambda + \mu)}{2(\lambda + 2\mu)}$.

Proof. By definition (see Chapter 9, p. 432 of [7]), for almost every $x \in \Omega$ and for every $(\varphi, \xi) \in \mathbb{R}^2 \times \mathbb{R}^4$, the quasiconvex envelope of $f$ with respect to the last variable is defined by:

$$Qf(x, \varphi, \xi) = \inf \left\{ \frac{1}{\text{meas}(D)} \int_D f(x, \varphi, \xi + \nabla \Phi(y)) \, dy : \Phi \in W^{1,\infty}_0(D, \mathbb{R}^2) \right\},$$

$D \subset \mathbb{R}^2$ being a bounded open set. Consequently, in our case, $Qf(x, \varphi, \xi) = \frac{\nu}{2} (T(\varphi) - R)^2 + QW(\xi)$.

After some intermediate computations, one has $W(\xi) = \beta (||\xi||^2 - \alpha)^2 + \Psi(\det \xi)$ with $\alpha = 2 \frac{\lambda + \mu}{\lambda + 2\mu}$ and $\beta = \frac{\lambda + 2\mu}{8}$. From Theorem 3.1, p. 35 of [3], the result is straightforward. This judicious rewriting of $W(\xi)$ allows to see that $W^{1,4}(\Omega, \mathbb{R}^2)$ is a suitable functional space for $\varphi$ from generalized Hölder’s inequality, if $\varphi \in W^{1,4}(\Omega, \mathbb{R}^2)$, then $\det \nabla \varphi \in L^2(\Omega)$.

It now remains to be proved that the infimum of $(QP)$ is attained and that if $\bar{\varphi}$ is a solution of (5), then there exists a minimizing sequence $\{\varphi_\nu\}_{\nu=1}^\infty \subset \bar{\varphi} + W^{1,4}_0(\Omega, \mathbb{R}^2)$ such that $\varphi_\nu \rightharpoonup \bar{\varphi}$ in $L^4(\Omega, \mathbb{R}^2)$ as $\nu \to \infty$ and $I(\varphi_\nu) \to I(\bar{\varphi})$ as $\nu \to \infty$. Moreover, the following holds: $\varphi_\nu \rightharpoonup \bar{\varphi}$ in $W^{1,4}(\Omega, \mathbb{R}^2)$ as $\nu \to \infty$.

2.2 Existence of Minimizers for the Relaxed Problem and Relaxation Theorem

We now state the main theoretical result.

Theorem 1. The infimum of (5) is attained. Let then $\bar{\varphi} \in W^{1,4}(\Omega, \mathbb{R}^2)$ be a minimizer of the relaxed problem (5). Then there exists a sequence $\{\varphi_\nu\}_{\nu=1}^\infty \subset \bar{\varphi} + W^{1,4}_0(\Omega, \mathbb{R}^2)$ such that $\varphi_\nu \rightharpoonup \bar{\varphi}$ in $L^4(\Omega, \mathbb{R}^2)$ as $\nu \to \infty$ and $I(\varphi_\nu) \to I(\bar{\varphi})$ as $\nu \to \infty$. Moreover, the following holds: $\varphi_\nu \rightharpoonup \bar{\varphi}$ in $W^{1,4}(\Omega, \mathbb{R}^2)$ as $\nu \to \infty$.

Proof. The proof of existence of minimizers of (5) is based on Theorem 8.29, p. 404, Chapter 8 of [7] (theorem due to Acerbi-Fusco [1] and Marcellini [15]) and rests upon the derivation of the following coerciveness and continuity double inequality:

$$C_3 ||\xi||^4 - C_4 \leq Qf(x, \varphi, \xi) \leq \left( \beta + \frac{R}{2} \right) ||\xi||^4 + 4K^2 ||\varphi||^2 + C_2,$$

with $C_3$ a positive constant and with $C_2$ and $C_4$ two non-negative constants.

The proof of the second part of the theorem is based on Theorem 9.8, p. 432, Chapter 9 of [7].
We now propose a numerical method for the resolution of the relaxed problem. It is motivated by a related prior work by Negrón Marrero ([18]).

3 A Numerical Method of Resolution

3.1 Description and Analysis of the Proposed Numerical Method

In [18], Negrón Marrero describes and analyzes a numerical method that detects singular minimizers and avoids the Lavrentiev phenomenon for three dimensional problems in nonlinear elasticity. This method consists in decoupling the function $\varphi$ from its gradient and in formulating a related decoupled problem under inequality constraint. In the same spirit, we introduce an auxiliary variable $V$ simulating the Jacobian deformation field $\nabla \varphi$ (the underlying idea being to remove the nonlinearity in the derivatives of the deformation-) and derive a functional minimization problem phrased in terms of the two variables $\varphi$ and $V$. Nevertheless, our approach is different from the one in [18] in several points: in [18], the author focuses on the decoupled discretized problem (discretized with the finite element method - the paper provides neither numerical applications, nor details of the implementation) for which the existence of minimizers is guaranteed, while we consider the continuous problem. Also, the author assumes that the finite element approximations satisfy some convergence hypotheses. Moreover, in our case, less regularity is required for the formulation of the inequality constraint (see in particular the remark in the proof of Theorem 2).

The decoupled problem is thus defined by means of the following functional:

$$\tilde{I}(\varphi, V) = \frac{\nu}{2} \int_{\Omega} (T(\varphi(x)) - R(x))^2 \, dx + \int_{\Omega} \mathcal{W}(V) \, dx,$$

with

$$\begin{cases} 
\mathcal{W}(V) = W(V) \text{ if } \|V\|^2 \geq \alpha = 2 \frac{\lambda + \mu}{\lambda + 2\mu} \\
\mathcal{W}(V) = \Psi(\det V) \text{ si } \|V\|^2 < \alpha = 2 \frac{\lambda + \mu}{\lambda + 2\mu}.
\end{cases}$$

Let us now denote by $\tilde{\mathcal{W}}$ the functional space defined by $\tilde{\mathcal{W}} = \text{Id} + W^{1,2}_0(\Omega, \mathbb{R}^2)$ and by $\tilde{\chi}, \tilde{\chi} = \{ V \in L^4(\Omega, \mathbb{R}_2), \det V \in L^2(\Omega) \}$. The decoupled problem consists in minimizing (6) on $\tilde{\mathcal{W}} \times \tilde{\chi}$ under the constraint $\|\nabla \varphi - V\|^2_{L^2(\Omega, \mathbb{R}^2)} \leq \varepsilon$, with $\varepsilon > 0$ and $\varepsilon \in [0, \varepsilon_0]$, $\varepsilon_0 > 0$ fixed. The idea is of course to let $\varepsilon$ go to 0.

Then the following theorem holds.

**Theorem 2.** Let $(\varepsilon_j)$ be a sequence such that $\lim_{j \to +\infty} \varepsilon_j = 0$. Let also $(\varphi_k(\varepsilon_j), V_k(\varepsilon_j))$ be a minimizing sequence of the decoupled problem under inequality constraint defined with $\varepsilon = \varepsilon_j$. Then there exist a subsequence denoted by $(\varphi_N(\varepsilon_\varphi(j)), V_N(\varepsilon_\varphi(j)))$ of $(\varphi_k(\varepsilon_j), V_k(\varepsilon_j))$ and a minimizer $\tilde{\varphi}$ of $\tilde{I}(\varphi)$ ($\tilde{\varphi} \in \text{Id} + W^{1,2}_0(\Omega, \mathbb{R}^2)$) such that:

$$\lim_{j \to +\infty} \tilde{I}((\varphi_N(\varepsilon_\varphi(j)), V_N(\varepsilon_\varphi(j)))) = \tilde{I}(\tilde{\varphi}).$$
Proof. The proof is rather long so we only give the broad lines for the sake of conciseness. Let \( \varepsilon > 0 \) be given, \( \varepsilon \in [0, \varepsilon_0] \), \( \varepsilon_0 > 0 \) fixed. There exists \( \bar{\varphi}_\varepsilon \in W \) in \( W^{1,4}(\Omega, \mathbb{R}^2) \) such that:

\[
\inf_{(\varphi, V) \in \bar{W} \times \bar{X}} I(\varphi, V) \leq I(\bar{\varphi}_\varepsilon, \nabla \bar{\varphi}_\varepsilon) = I(\bar{\varphi}_\varepsilon) < \inf_{\varphi \in W} \bar{I}(\varphi) + \varepsilon \leq \inf_{\varphi \in W} I(\varphi) + \varepsilon.
\]

since \( W^{1,4}(\Omega, \mathbb{R}^2) \subset W^{1,2}(\Omega, \mathbb{R}^2) \). Consequently,

\[
\inf_{(\varphi, V) \in \bar{W} \times \bar{X}} I(\varphi, V) \leq \inf_{\varphi \in W} \bar{I}(\varphi) + \varepsilon.
\]

The second part of the proof consists in taking a sequence \( \{\varepsilon_j\} \) such that \( \lim_{j \to +\infty} \varepsilon_j = 0 \). We then consider a minimizing sequence denoted by \( \{\varphi_k(\varepsilon_j), V_k(\varepsilon_j)\} \) for the decoupled problem with \( \varepsilon = \varepsilon_j \). We prove that there exists \( N(\varepsilon_j) \in \mathbb{N} \) such that

\[
I(\varphi_{N(\varepsilon_j)}(\varepsilon_j), V_{N(\varepsilon_j)}(\varepsilon_j)) \leq \inf_{\varphi \in W} \bar{I}(\varphi) + 2\varepsilon_j \leq \inf_{\varphi \in W} I(\varphi) + 2\varepsilon_0 < +\infty.
\]

Using compactness arguments (among which Rellich-Kondrachov compact embedding theorem) and Theorem 1.14 from [7] (that states that if \( u_\nu \rightharpoonup u \) in \( W^{1,2}(\Omega, \mathbb{R}^2) \) then \( \det u_\nu \rightharpoonup \det u \) in the sense of distributions), we demonstrate the existence of a subsequence \( \{\varphi_{N_{(\varepsilon_j)g}(\varepsilon_j)}(\varepsilon_j), \varphi_{g_{(\varepsilon_j)g}(\varepsilon_j)}(\varepsilon_j)\} \) such that:

\[
\inf_{\varphi \in W} \bar{I}(\varphi) = \bar{I}(\varphi, \nabla \varphi) \leq \liminf_{j \to +\infty} \bar{I}(\varphi_{N_{(\varepsilon_j)g}(\varepsilon_j)}(\varepsilon_j), \varphi_{g_{(\varepsilon_j)g}(\varepsilon_j)}(\varepsilon_j))
\]

We remark that we gain some regularity: indeed, \( \varphi_{N_{(\varepsilon_j)g}(\varepsilon_j)}(\varepsilon_j) \) is only \( W^{1,2}(\Omega, \mathbb{R}^2) \) owing to the definition of the inequality constraint but when passing to the limit when \( j \to +\infty \), we prove that \( \varphi_{N_{(\varepsilon_j)g}(\varepsilon_j)}(\varepsilon_j) \rightharpoonup \varphi \) in \( W^{1,2}(\Omega, \mathbb{R}^2) \) with \( \varphi \in W^{1,4}(\Omega, \mathbb{R}^2) \).

Inspired by this theoretical result, we now turn to the discretization of the considered problem.

3.2 Numerical Scheme

The algorithm requires the evaluation of the Template \( T \) at \( \varphi(x) \). We thus assume that \( T \) is a smooth mapping that has been obtained by interpolating the image data provided on the grid. As an additional convention, \( T \) is supposed to vanish outside the domain, i.e., \( T(x) = 0 \) if \( x \notin \Omega \). As suggested by Modersitzki in [17], Chapter 3, subsection 3.6.1, for the interpolation stage we apply a multiscale interpolation technique which includes a weighting parameter controlling smoothness versus data proximity. Also, for the sake of optimization, a multilevel representation of the data is adopted (see Chapter 3, section 3.7 of [17]).

We now focus on the discretization of the problem. In this purpose, we denote by \( H_\varepsilon \) the regularized one-dimensional Heaviside function defined by \( H_\varepsilon : z \mapsto \)
\[
\frac{1}{2} \left(1 + \frac{2}{\pi} \arctan \frac{z}{\epsilon}\right).
\]
As seen in subsection 3.1, we overcome the difficulty of minimizing the original relaxed functional (5) by introducing an auxiliary variable \( V \) mimicking \( \nabla \varphi \). The nonlinear-elasticity-based regularizer is thus applied to \( V \) and no longer to \( \nabla \varphi \). We thus propose to minimize:

\[
\inf_{\varphi, V} \bar{J}_\epsilon(\varphi, V) + \frac{\alpha'}{2} \int_\Omega ||V - \nabla \varphi||^2 \, dx, \quad \text{with} \quad (7)
\]

\[
\bar{J}_\epsilon(\varphi, V) = \frac{\nu}{2} \int_\Omega (T(\varphi) - R)^2 \, dx + \int_\Omega W(V) H_\epsilon \left(||V||^2 - 2\frac{\lambda + \mu}{\lambda + 2\mu}\right) \, dx
\]

\[
+ \int_\Omega \Psi(\det V) H_\epsilon \left(2\frac{\lambda + \mu}{\lambda + 2\mu} - ||V||^2\right) \, dx, \quad (8)
\]

where \( \alpha' \) is a positive constant, big enough to ensure that \( V \) and \( \nabla \varphi \) are sufficiently close in the sense of the \( L^2 \)-norm.

The system of optimality conditions is obtained. Numerically, the Euler-Lagrange equations in \( \varphi \) and \( V \) are solved using a gradient descent method, parameterizing the descent direction by an artificial time \( t \geq 0 \). Systems of 2 and 4 equations are obtained (solved by implicit and semi-implicit finite difference schemes - in particular, the unconditional stability of the numerical scheme in \( \varphi \) for fixed \( V \) is ensured), equipped with the boundary conditions \( \varphi = \text{Id} \) on \( \partial \Omega \).

### 3.3 Numerical Simulations and Discussion

We conclude the paper by presenting some medical illustrations on real data. The method is proposed for mapping a 2D slice of mouse brain gene expression data (template \( T \)) to its corresponding 2D slice of the mouse brain atlas in order to facilitate the integration of anatomic, genetic and physiologic observations from multiple subjects in a common space. Since genetic mutations and knock-out strains of mice provide critical models for a variety of human diseases, such linkage between genetic information and anatomical structure is important. The data are provided by the Center for Computational Biology, UCLA. The mouse atlas acquired from the LONI database was pre-segmented. The gene expression data were segmented manually to facilitate data processing in other applications. Some studies have developed algorithms for automatically segmenting the brain area of gene expression data. The non-brain regions have been removed to produce better matching.

The deformation must remain physically and mechanically meaningful, and reflect material properties: self-penetration of the matter (indicating that the transformation is not injective) should be prohibited. In the studied functional, there is no term preventing the Jacobian determinant from tending to 0\(^+\). An alternative to the straight penalization of the Jacobian determinant is proposed in [5]. Their fluid model is complemented by a regridding technique ensuring positivity of the Jacobian determinant. We also refer the reader to [13]: the given
The model has been tested on 4 pairs, all of size $200 \times 200$ pixels (Figs. 1, 2) (except the second one of size $220 \times 200$). For the first two tests, the data are artificially obtained from the real data used later, which enables us to compare the results of the proposed method with some of those presented in [14]. The application related to Pair 1 (Fig. 1, first row) is similar to the one performed in [14]. As suggested in [14], classical non-parametric methods such as elastic registration, linear diffusion registration, biharmonic-regularizer-based registration (see [17] for further details) fail to correctly correlate the two images, some artifacts being visible on the deformed Template (under the left ear for the observer, where the deformations are the largest). Our method qualitatively performs as the one in [14] and produces a smooth deformation field, but unlike the one in [14], is theoretically well-motivated. Also, the algorithm has been optimized: first, by capitalizing on LAPACK and Basic Linear Algebra Subprogram (BLAS) routines. Second, by parallelizing the code (we focused on the OpenMP Application Program Interface). For all the applications, the ranges of the parameters are the same (see sub-captions of Figs. 1, 2). Parameter $\nu$ balancing the fidelity term is between 1.4 and 2, the Lamé coefficient $\lambda$ is set to 10 (it has no physical meaning but is related to Poisson’s ratio, measure of Poisson’s effect which can be regarded as the ability of a material compressed in one direction to expand in the other (two) direction(s) - this choice of $\lambda$ is not physically inconsistent), while the coefficient $\mu$ is between 3000 and 5000. Parameter $\alpha'$ is always set to 60000. This choice gives satisfactory results. For the two remaining pairs (Figs. 2), although the Template and the Reference are of different modalities, we still use the standard $L^2$ distance as measure for simplicity of calculation. The algorithm produces a smooth deformation between the gene and the atlas data with a regular distribution of the Jacobian determinants, without requiring regridding steps. Also, contrary to [12] in which the deformation is mainly present near the boundaries of the brain region, here the deformation is present both near the boundary and inside the brain region. If we keep comparing our results with the ones obtained by Le Guyader and Vese in [12], for Pair 2, 4 regridding steps were necessary and the range of the Jacobian determinants was $[0.005, 28.94]$ (in [12]). For Pair 4, 3 regridding steps were necessary and the range of the Jacobian determinants was $[0.008, 10.2]$. The range of the Jacobian determinants is also larger in [14] for the same applications. In our proposed method, the Jacobian determinant thus remains closer to 1. Nevertheless, this constraint can be weakened by downplaying the role of parameter $\mu$. The proposed model thus easily handles large deformations without requiring prohibitive computational times. In our future studies, we will examine the registration accuracy of the model when ground truth is known and will adapt it to the 3D case.
(a) Pair 1: $\nu = 2$, $\lambda = 10$, $\mu = 3000$, $\alpha' = 60000$, $\min \det \nabla \varphi = 0.09$, $\max \det \nabla \varphi = 2.47$, execution time: 1.8 s. From left to right, top to bottom: Reference $R$; Template $T$ (mouse atlas and gene expression data); deformed Template; distortion map drawing the vectors from the grid points from the Reference image to non grid points after registration every 7 rows and columns; deformed grid.

(b) Pair 2: $\nu = 1.8$, $\lambda = 10$, $\mu = 4000$, $\alpha' = 60000$, $\min \det \nabla \varphi = 0.02$, $\max \det \nabla \varphi = 2.21$, execution time: 8.4 s. From left to right, top to bottom: Reference $R$; Template $T$ (mouse atlas and gene expression data); deformed Template; distortion map drawing the vectors from the grid points from the Reference image to non grid points after registration every 7 rows and columns; deformed grid.

Fig. 1: From top to bottom: Pair 1 till Pair 2.
(a) Pair 3: \( \nu = 2, \lambda = 10, \mu = 3000, \alpha' = 60000, \min \det \nabla \varphi = 0.008, \max \det \nabla \varphi = 1.96, \) execution time: 1.9 s. From left to right, top to bottom: Reference \( R \); Template \( T \) (mouse atlas and gene expression data); deformed Template; distortion map drawing the vectors from the grid points from the Reference image to non grid points after registration every 7 rows and columns; deformed grid.

(b) Pair 4: \( \nu = 1.4, \lambda = 10, \mu = 5000, \alpha' = 60000, \min \det \nabla \varphi = 0.02, \max \det \nabla \varphi = 1.56, \) execution time: 9.5 s. From left to right, top to bottom: Reference \( R \); Template \( T \) (mouse atlas and gene expression data); deformed Template; distortion map drawing the vectors from the grid points from the Reference image to non grid points after registration every 7 rows and columns; deformed grid.

Fig. 2: From top to bottom: Pair 3 till Pair 4.
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Abstract. This paper presents an application of a recently introduced novel framework for computing the diffeomorphic path between two given diffeomorphisms computed from two pairs of image frames in a motion sequence [1]. The specific application we address here is that of cardiac motion analysis. The framework involves a two-step algorithm wherein we first project the given pair of diffeomorphisms onto the space of densities — defined by quotienting out the volume-preserving diffeomorphisms considered as the nuisance parameters and then compute the geodesic path between the two points in this space. The second step lifts the aforementioned geodesic path back into the space of diffeomorphisms. The lifting problem is formulated as a quadratic programming problem with bilinear constraints and solved using the augmented Lagrangian method. Unlike the LDDMM-based techniques, this approach yields a path joining the given pair of diffeomorphisms that becomes a geodesic path upon quotienting out the volume-preserving diffeomorphisms. We use this path as the main feature to discriminate between ischemia patients with and without stem cell treatment. Such a discriminatory power can be very useful in the quantification of differences between controls and patients undergoing the treatment.

1 Introduction

While substantial advances in diagnosis and treatment have been made in the past half century, heart disease unfortunately is still a major cause of morbidity and mortality around the world. Among the novel therapeutic approaches that are currently under active investigation, stem cell-based therapy (e.g., [10]) holds a great promise for the future with revolutionary potential for significant improvement in patient prognosis and disease outlook. This paper proposes an application of a novel computational approach recently introduced in [1] to cardiac motion analysis with the aim of providing clinical researchers image processing tools that can extract subtle and useful features from the MR images for high-level clinical tasks such as patient classification and outcome assessment.
The key idea here is to use smooth paths in the space of diffeomorphisms (of the image domain) as the characterization of the continuous variation in shape and volume of the patient’s myocardium across cardiac cycles. More specifically, given a sequence of MR images of a cardiac cycle (Fig.1), we compute a diffeomorphic map between each image and a reference image, the image at the beginning of the cycle. These discretely sampled diffeomorphisms are interpolated to form a smooth path of diffeomorphisms from which useful high-level features can be extracted directly. Unfortunately, the diffeomorphisms are often noisy because the myocardium constantly undergoes small and random movement due to the pressure exerted from its surroundings. While these small random perturbations should be treated as nuisance parameters and modelled with diffeomorphisms close to the identity, there is an important equivalence among them: two small perturbations with the same myocardium volume should have the same clinical significance because it implies the same volume of ejecta in each case. This particular insight naturally leads to the idea of treating volume-preserving diffeomorphisms as the nuisance parameters, and the desired diffeomorphic paths should be smooth paths in an appropriate space that has “taken out” the effects of these nuisance parameters.

The above viewpoint admits a lucid and transparent formulation using the idea of quotient space. Specifically, let $\Omega$ denote a 3-D (image) domain with the volume form $\mu$, and $\text{Diff}(\Omega)$, $\text{Diff}(\Omega)_\mu$ the infinite-dimensional group of diffeomorphisms of $\Omega$ and its infinite-dimensional subgroup of volume-preserving diffeomorphisms, respectively. Mathematically, the quotient space $\text{Diff}(\Omega)/\text{Diff}(\Omega)_\mu$ is the space that has factored (taken) out the effect of $\text{Diff}(\Omega)_\mu$, and there is a canonical projection map $\text{Diff}(\Omega) \to \text{Diff}(\Omega)/\text{Diff}(\Omega)_\mu$. The quotient space has been studied in [6], and it can be identified with the space of density functions $\text{Den}(\Omega)$ on $\Omega$ that can be canonically embedded as a convex subset of a sphere in the Hilbert space (See [6] for details). While $\text{Diff}(\Omega)$ is a complicated space, the reduction $\text{Diff}(\Omega) \to \text{Diff}(\Omega)/\text{Diff}(\Omega)_\mu = \text{Den}(\Omega)$ provides us with the space $\text{Den}(\Omega)$ of known and computationally tractable geometry. In particular, one straightforward way to exploit this reduction for computing diffeomorphic paths in $\text{Diff}(\Omega)$ is to first compute a geodesic path in $\text{Den}(\Omega)$ and then lift the path back into $\text{Diff}(\Omega)$. Specifically, given the diffeomorphism $\rho$ computed using any registration technique, our method will compute a path in the space of diffeomorphisms connecting $\rho$ with the identity diffeomorphism (see next section for details) using a two-step algorithm that first projects $\rho$ and the
Fig. 2. Illustration of the two main steps in our algorithm for computing diffeomorphic paths. $f(0)$, $f(t_f)$ and $f(t)$ represent projected points of the two given diffeomorphisms and the great circle connecting the two projected points on the sphere, respectively.

identity onto the sphere and computes the unique geodesic joining the two projected points. This is followed by the second step that lifts the geodesic path on the density sphere back to $\text{Diff}(\Omega)$, that is formulated as a quadratic programming problem with bilinear constraints which can be solved using the numerical algorithm proposed in [8] based on the augmented Lagrangian method. While the diffeomorphic path $\phi(t)$ computed by our method is not a geodesic path in $\text{Diff}(\Omega)$, it nevertheless acquires a geodesic interpretation in the sense that by quotienting out the volume-preserving diffeomorphisms, the path $\phi(t)$ is indeed a geodesic path in the quotient space. Fig. 2 provides a diagrammatic illustration of this algorithm.

In this paper, we apply our framework to cardiac motion analysis and the classification of ischemia patients. In particular, we show that features extracted from diffeomorphic paths are useful in classifying ischemia patients undergoing stem cell treatment and without treatment. Note that the classification problem does not require us to perform the second step defined above, namely, the lifting step. However, it is the lifting step that explicitly produces an interpolating path between the two given diffeomorphisms, and this step is necessary for visualizing the diffeomorphic path as well as for evaluating the quality of interpolation between the given time sequence of data that are needed in the validation step to assess the accuracy of the computed path.

We structure this paper somewhat differently by first presenting the details of our proposed algorithm and the experimental results on cardiac motion analysis in the following three sections. Related work will be discussed after the presentation of our framework and results, and the discussion will be centered on the relations between our work and that of Large Deformation Diffeomorphic Metric Mapping framework (LDDMM) [2–5] and iDiff framework introduced very recently in [7]. We end this paper with a short conclusion and a plan for future work.
2 Theory and Algorithm

This section presents the aforementioned two-step algorithm for estimating a path of diffeomorphisms connecting a given pair of diffeomorphisms $\rho_1, \rho_2$. For simplicity of exposition, we will assume that $\rho_1$ is $\text{id}$, the identity diffeomorphism and the necessary modification for general case is straightforward and simply involves a group operation applied to the two diffeomorphisms as $\rho_1^{-1} \circ \rho_1 = \text{id}$ and $\rho = \rho_1^{-1} \circ \rho_2$.

The spaces of densities and diffeomorphisms: Our aim is to compute a diffeomorphic path, $\varphi(t)$ between $\text{id}$ and $\rho$ such that $\varphi(0) = \text{id}$ and $\varphi(t = t_f) = \rho$ where, $0 \leq t \leq t_f$, and the image domain $\Omega$ will be considered as a compact subset of $\mathbb{R}^3$ with a given volume form $\mu = dxdydz$.

The projection map $\Phi$ that maps $\text{Diff}(\Omega)$ to the quotient space $\text{Den}(\Omega)$ is given by,

$$\Phi : \varphi \rightarrow f = \sqrt{|D\varphi|},$$

where $|D\varphi|$ is the determinant of the Jacobian of $\varphi$ with respect to the volume form $\mu$. We note that $\Phi(\text{id}) = 1$, the constant function one. The space of densities can be identified with an infinite-dimensional sphere of radius $\mu(\Omega)$, the volume of $\Omega$,

$$\int_M \Phi^2(\varphi) d\mu = \mu(\Omega).$$

By scaling $\Phi$ with $\sqrt{\mu(\Omega)}$, we can further identify $\text{Den}(\Omega)$ with an infinite-dimensional unit sphere. More details are given in [6]. Once the two projected points on the sphere are identified, the unique geodesic path joining the two points $f_1, f_2$ can be readily determined using the formula [9].

$$f(t) = \frac{1}{\sin(\theta)} [\sin(\theta - t)f_1 + \sin(t)f_2],$$

where $f_1 = \sqrt{|D\text{id}|}$, $f_2 = \sqrt{|D\rho|}$, and $\theta$ is the angle between the two points on the sphere.

We remark that if the two given diffeomorphisms are already volume-preserving, then by definition, they project to the same point in $\text{Den}(\Omega)$. Hence, their geodesic in $\text{Den}(\Omega)$ is degenerate and consists of just one point, and the lifted diffeomorphic path in $\text{Diff}(\Omega)$ is then a path consisting of only volume-preserving diffeomorphisms.

Given the geodesic path $f(t)$ on $\text{Den}(\Omega)$ and representing diffeomorphic paths using 3-D deformation vector fields, $\phi(t) = (x+U(x, y, z, t), y+V(x, y, z, t), z+W(x, y, z, t))$, the diffeomorphic path $\phi(t) \in \text{Diff}(\Omega)$ is required to satisfy the constraint,

$$\Phi(\phi(t)) = f(t).$$

Since,

$$|D\phi(t)| = \begin{vmatrix} 1 + U(t)_x & U(t)_y & U(t)_z \\ V(t)_x & 1 + V(t)_y & V(t)_z \\ W(t)_x & W(t)_y & 1 + W(t)_z \end{vmatrix},$$

we have

$$\frac{1}{\sin(\theta)} [\sin(\theta - t)f_1 + \sin(t)f_2] = \frac{1}{\sqrt{|D\phi(t)|}} [\sin(\theta - t)f_1 + \sin(t)f_2].$$
we have

\[ f(t)^2 = \frac{|D\phi(t)|}{\mu(\Omega)}. \]  

(6)

Eq. (5) gives the determinant of the Jacobian of \( \phi \), and \( U(t)_i, V(t)_i, \) and \( W(t)_i \) denote the first-order derivatives with respect to \( i \in \{x, y, z\} \). Our next step is to recover the deformation fields, \( \phi(t) \) from Eq. (6). We remark that the proposed method does not explicitly perform spatial regularization on diffeomorphic paths, Instead, the diffeomorphic paths will be computed by lifting using the Jacobian constraints.

**Path Lifting:** The constraint provided by Eq. (6) does not determine a unique solution, and geometrically, this corresponds to the fact that Eq. (6) only requires \( \phi(t) \) to lie on a \( \text{Diff}(\Omega)_\mu \)-orbit in \( \text{Diff}(\Omega) \) parameterized by the point \( f(t) \) in the sphere. Therefore, we will compute the lifted path in \( \text{Diff}(\Omega) \) using \( L^2 \)-based regularization: \( L^2 \) smoothness of the deformation vector fields over time as the main regularization criterion. We note that while other regularization schemes are possible, e.g., using the Sobolev norm, we have chosen the \( L^2 \) regularization because of its computational simplicity. This leads to the following quadratic programming problem with bilinear constraints:

\[
\begin{align*}
\min & \int \left( \left| \frac{dU(x, y, z, t)}{dt} \right|^2 + \left| \frac{dV(x, y, z, t)}{dt} \right|^2 + \left| \frac{dW(x, y, z, t)}{dt} \right|^2 \right) \, d\mu dt \\
\text{s.t.} & \quad |D\phi(t)| = f(t)^2 \mu(\Omega).
\end{align*}
\]  

(7)

We remark that the continuity of the computed diffeomorphic path is always assured because its projection on the sphere is a continuous path (in fact, a smooth geodesic path). Specifically, the domain of the optimization problem specified in Equation 7 can be taken to be the set \( C \) of all \( C^1 \)-diffeomorphic paths that project to the given geodesic on the sphere (i.e., satisfying the constraint Equation 4). The set \( C \) is nonempty because of the connectedness of both the fiber (the group of volume-preserving diffeomorphisms) and the base curve (the geodesic path on sphere). We also note that our diffeomorphic path is always computed for two given diffeomorphisms (\( \text{id} \) and \( \rho \) defined above) and not among several diffeomorphisms.

\footnote{Or some suitable completion of the set of all \( C^1 \)-diffeomorphic paths under an appropriate Sobolev norm.}
3 Optimization

While Eq.(7) is formulated for continuous variables \(x, y, z\) and \(t\), in practice, we have to work with discrete pixels and time, and its discrete version is given by,

\[
\min_{t_{ijk}} \sum_{t} \left[ \frac{(U_{ijk}^{t+1} - U_{ijk}^{t-1})^2}{2\delta x} + \frac{(V_{ijk}^{t+1} - V_{ijk}^{t-1})^2}{2\delta y} + \frac{(W_{ijk}^{t+1} - W_{ijk}^{t-1})^2}{2\delta z} \right] \delta t \delta x \delta y \delta z
\]

subject to \(1 + U_{z,ijk}^t, 1 + V_{y,ijk}^t, 1 + W_{x,ijk}^t\) \(U_{z,ijk}^t, V_{y,ijk}^t, W_{x,ijk}^t\) \(U(t)_{z,ijk}^t, V(t)_{y,ijk}^t, W(t)_{x,ijk}^t\) \(\mu(\Omega)(f_{ijk}^t)^2 = 0\),

where the superscript \(t\) and subscript \(i, j, k\) denote the discrete time and voxel indices respectively, and the subscripts \(x, y, z\) in the constraints denote the first-order derivatives w.r.t. \(x, y,\) and \(z\) respectively. We set \(\delta x, \delta y\) and \(\delta z\) to be one, and therefore the volume \(\mu(\Omega)\) is the image size.

Geometrically, the determinant of the Jacobian \(|D\phi(t)|\) is the ratio of the change of volume elements by \(\phi(t)\) at domain points and time \(t\). In our numerical scheme, \(|D\phi(t)|\) is formulated as the volume of a hexahedral cell composed with six-neighbour voxels which are displaced by the deformation vector fields. This 3-D formulation is adopted in Eq.(1) as well, and efficient ways to compute the volume are discussed in [11]. In [1], \(|D\phi(t)|\) in 2-D was formulated as a quadrilateral composed with four neighbouring pixels, and the optimization problem was formulated as a quadratic programming problem with bilinear constraints.

Now, in this 3-D problem, the formulation leads to the same optimization problem but with trilinear constraints: As shown in [12], considering the volume formulation of the hexahedral cells, respectively. Finally, \(\mathbf{c}\) is the vectorization of \(\mu(\Omega)(f_{ijk}^t)^2\) in Eq.(8) plus a vector of ones and \(\mu(\Omega) = (M - 1)(N - 1)(L - 1)\). More details are provided in Appendix E of [12].

We solve the optimization using the augmented Lagrangian method with penalty [8] by iteratively solving for the three blocks of variables \(U, V, W\), fixing
two of these while optimizing the rest. For instance, with fixed $V$ and $W$, the problem is given by,

$$\min \frac{1}{2} U^T RU + B^T u + \lambda^T h + \frac{1}{2} c^T |h|^2$$

s.t. $U \in \mathbb{R}^m$, \hspace{1cm} (10)

where, $\lambda \in \mathbb{R}^m$ is the Lagrange multiplier, $c \to \infty$ and $m = M \times N \times L \times (T - 2)$. This is an unconstrained optimization problem and can be rewritten more clearly as,

$$\min \frac{1}{2} U^T (R + cH_u H_u) U + (B_u + \frac{1}{2} c((G_u^T H_u)^T + H_u G_u) + (\lambda^T H_u)^T)^T U$$

s.t. $U \in \mathbb{R}^m$, \hspace{1cm} (11)

where, $H_u = C_U + D_U(V) + D_U(W) + E_U$ and $G_u = c + C_V V + C_W W$. That is, $h = H_u U + G_u$.

### 4 Experiments

We have acquired cardiac MR scans of patients with acute myocardial infraction (AMI), and they were randomized into one of two groups: control and treatment. The treatment group received endothelial progenitor stem cell (EPCs) treatment, while the control received a cell-free infusion. Cardiac MRI exams were performed at baseline which was prior to EPC therapy, and following six months post-treatment [10]. Generally, cardiac analysis involves measuring the average wall motion, or wall thickening reported for each of the individual segments of hearts. We propose a patient classification method (between control and treatment groups) by measuring changes of diffeomorphic paths over six months. These diffeomorphic paths are the diastolic filling motion of the left ventricular myocardium (LVM) computed using our method. For the experiments, we have expert-segmented LVM's from the cardiac MR scans, and examples of LVM and its segmentation are shown in Fig.1.

**Data Acquisition:** The cardiac data was acquired along the short-axis of the heart using a cine multislice sequence using a Siemens Avanto 1.5T whole body MRI scanner. Twenty-five phases were collected throughout the cardiac cycle using a TrueFISP (a balanced coherent gradient sequence using Fast Imaging with Steady state free Precession), with an echo time of 1.13ms and an apparent repetition time of 71.82ms. Data was collected using a total of 161 phases encoded into a matrix of $256 \times 151$, yielding an in-plane resolution of $1.71875 \times 1.71875$mm$^2$. Slice thickness was 7mm, with a slice separation of 10mm. Coverage of the myocardium extended from above the valve plane at the base, to below the apex throughout the cardiac cycle.

In the first experiment, we compare the interpolated paths between end-systole (ES) and end-diastole (ED) using our method and LDDMM, given the ground truth. For this comparison, we choose eighteen intermediate time points.
Fig. 3. Comparison between the ground truth and estimated temporal changes of the cardiac chamber from ES to ED along the short-axis in 3-D. A 2-D slice shown in green color plane is chosen to depict the changes over the cardiac cycle in the bottom two rows. Top: 3-D shapes of LVM at ES (left) and ED (right). Middle and bottom: computed changes using LDDMM and our method respectively. The white region represents the intersection of the ground truth and estimates, and green and magenta represent voxels belonging to the ground truth and estimates respectively.

along the interpolated path at which the comparison is performed. This comparison is repeated for five different patients. A visual comparison is provided in Fig.3. The images in the top row in Fig.3 represent 3-D shapes of LVM at ES (left) and ED (right). For visual comparison, first, we choose a short-axis which is presented as green planes in the top images and compare the ground truth of the temporal change of this 2-D slice (from 3-D) with computed ones using LDDMM and our method respectively. The middle and bottom rows in Fig.3 show the results from LDDMM and our method respectively. The white region represents the intersection of the ground truth and estimates from the applied algorithm, and green and magenta represent voxels which belong to the ground truth and estimates. It is hard to tell which method estimates the ground truth with higher quality (even though we can recognize that in the middle frames the shapes from our method fit better to the ground truth than the ones from LDDMM). However, quantitative comparison shows clear difference between our method and LDDMM: We report the Dice coefficients between the ground truth and the interpolated LVM images obtained using our method and the LDDMM method. The results tabulated in Table 1 show that the proposed method outperforms LDDMM using the Dice coefficient as the evaluation metric.

Ischemia Patient Classification: In the second experiment, we classify the two groups of ischemia patients described in the previous sections. The stem-cell therapy used in the treated patient group is supposed to improve the diastolic filling motion of the left ventricular myocardium (LVM); therefore, an approach
for classification between the two groups is to measure how the diastolic filling motion of LVM changes over six months with/without EPC therapy. The cycle of LVM diastolic filling motion is from end-systole (ES) to end-diastole (ED), and we take the images of segmented LVM at ES and ED as the \( I_s \)'s and \( I_t \)'s. We then compute the diffeomorphic path \( \phi(t) \) of nine subjects in the control group and 21 in the treated group, and all paths have ten intermediate time points between ES and ED. Next, we express \( U(t), V(t) \), and \( W(t) \) of \( \phi(t) = (x + U(t), y + V(t), z + W(t)) \) in a discrete sine and cosine (DSC) basis. We collect all the DSC coefficients of \( U, V \) and \( W \) into a single vector for each patient, and the motion change of LVM over six months for each patient is measured using the \( L_2 \) distance of DSC coefficients between baseline scan and 6-months scan. We use this as the feature for classification. In this experiment, we use the Support Vector Machine (SVM) as the classifier with polynomial kernel of degree three. The number of DSC basis elements for each component of \( \phi(t) \) is five, and we use a leave-one-out cross validation. Table 2 shows the classification results using our method and LDDMM, and it is evident that our method significantly outperforms LDDMM. Note that the LDDMM-based method results in lower classification rates because of the inherent hard parameter selection problem associated with it. In contrast, our method does not have any such parameter selection issue as evident from our quadratic programming formulation.

Table 2. Classification scores using Support Vector Machine

<table>
<thead>
<tr>
<th>Validation method</th>
<th>The proposed method</th>
<th>LDDMM</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Control</td>
<td>Treatment</td>
</tr>
<tr>
<td>Leave-one-out</td>
<td>77.78%</td>
<td>85.71%</td>
</tr>
<tr>
<td></td>
<td>66.67%</td>
<td>69.56%</td>
</tr>
</tbody>
</table>

5 Discussion

One of the most intensively studied frameworks for computing diffeomorphic path is the Large Deformation Differomorphic Metric Mapping framework (LDDMM) [2–5]. In LDDMM, the diffeomorphic path \( \phi \) is obtained by solving the following equation

\[
\frac{d}{dt} \phi(t, \cdot) = v(t, \phi(t, \cdot)),
\]

where \( v(t, \cdot) \) is a time-varying velocity field defined on \( \Omega \). For computing a diffeomorphic path joining two diffeomorphisms (e.g., \( \text{id} \) and \( \rho \)), \( \phi \) is required to satisfy
the boundary condition $\phi(1, \cdot) = \rho$. In the registration context, LDDMM’s objective function almost always has two terms: the data term that matches images and the regularization term that is based on the magnitude of the time-varying vector field $v$ measured in an appropriate norm. Therefore, the objective function requires at least one coupling constant to modulate the contributions of the two terms. In contrast, our method detaches the registration process from the process that computes the diffeomorphic path. Consequently, it does not require a coupling constant whose determination is often highly nontrivial, and the experimental comparisons presented above can be partially attributed to the (potentially) non-optimal coupling constants used for LDDMM. Furthermore, it is also highly nontrivial to modify the LDDMM framework for minimizing the effect of volume-preserving diffeomorphisms (as nuisance parameters). In fact, the diffeomorphic paths computed by LDDMM and our method are generally different, and projecting LDDMM’s diffeomorphic path onto the quotient space $\text{Diff}(\Omega)/\text{Diff}(\Omega)^\mu$ in general does not produce a geodesic on $\text{Den}(\Omega)$. The inability of LDDMM to deal with the nuisance parameters at least in part explains the difference in classification performance reported in Table 2.

The space of diffeomorphisms $\text{Diff}(\Omega)$ is infinite-dimensional, which readily explains the difficulty of computing diffeomorphic paths. Using the projection map $\Phi$ (Equation 1), the tangent space of $\text{Diff}(\Omega)$ at $\rho$ has the following natural decomposition (given a Riemannian metric on $\text{Diff}(\Omega)$)

$$T_\rho \text{Diff}(\Omega) = T_{\text{id}} \text{Diff}(\Omega)^\mu \oplus T_{\Phi(\rho)} \text{Den}(\Omega),$$

(13)

where $T_{\text{id}} \text{Diff}(\Omega)^\mu$ is the tangent space of $\text{Diff}(\Omega)^\mu$ at the identity $\text{id}$ and $T_{\Phi(\rho)} \text{Den}(\Omega)$ is the tangent space of $\text{Den}(\Omega)$ at $\Phi(\rho)$. Direct minimization of the norm of the time-dependent velocity field $v$ as in LDDMM requires considering the entire tangent space $T_\rho \text{Diff}(\Omega)$, and it is often fraught with problems, not the least because there are no guarantees on the quality of the solution. Compared with LDDMM, the minimization specified in Equation 7 requires only $T_{\text{id}} \text{Diff}(\Omega)^\mu$-component as the $T_{\Phi(\rho)} \text{Den}(\Omega)$-component is fixed by the Jacobian constraint. Therefore, our method reduces the dimension by half, and although still infinite-dimensional, the reduction provides a more restricted domain for optimization that can be easier to analyze and optimize.

Recently, after submitting our work, we were made aware of a novel framework that shares a significant conceptual similarity with ours. The paper [7] introduces the notion of irrotational diffeomorphisms $\text{iDiff}$ based on Brenier’s polar factorization theorem for diffeomorphisms: an arbitrary diffeormorphism $\varphi = S \circ \psi$ in $\mathbb{R}^n$ can be uniquely factorized as the composition of a volume-preserving diffeomorphism $S$ and an irrational diffeomorphism $\psi \in \text{iDiff}(\mathbb{R}^n)$. In particular, $|D\varphi| = |D\psi|$, and $\Phi(\varphi) = \Phi(\psi)$. Using the language of quotient space, the result in [7] can be interpreted as an explicit construction of a section of the projection $\Phi$ in Equation 1. In other words, the projection map $\Phi$ restricted to the irrotational diffeomorphisms $\text{iDiff}$ is bijective onto the image of $\Phi$. With this interpretation, the appearance of the square-root of the deter-
minant of the Jacobian in the following main formula (Equation 17 in [7])

\[ P : \text{iDiff}(\mathbb{R}^d) \rightarrow L^2(\mathbb{R}^d), \quad P(\psi) = 2\sqrt{|D\psi| - 1} = 2(\Phi(\psi) - 1) \quad (14) \]

becomes less surprising. Furthermore, at tangent space-level, the factorization corresponds to the Helmholtz-Hodge decomposition of the vector fields that decompose the tangent space \( T_{\text{id}}\text{Diff}(\Omega) \) as the direct sum of divergence-free vector fields and their orthogonal complement, which corresponds to the decomposition in Equation 13 above with \( T_{\text{id}}\text{Diff}(\Omega) \) identified with divergence-free vector fields. However, an important and subtle difference is that [7] works with diffeomorphisms on \( \mathbb{R}^n \) with compact support while we work with diffeomorphisms on a connected compact domain in \( \mathbb{R}^n \). The compactness of the domain implies that it has finite volume, and this translates into the fact that the image of \( \Phi \) is on a sphere of finite radius (Equation 2) with nonzero curvature. The above map \( P : \text{iDiff}(\mathbb{R}^d) \rightarrow L^2(\mathbb{R}^d) \) can be interpreted geometrically as spherical chords centered at \( \Phi(\text{id}) \), and due to the curvature of the sphere, the image of \( P \) is never an open neighborhood of zero in \( L^2(\mathbb{R}^d) \) when the domain has finite volume. However, the flatness result in [7] can be readily seen (as a limit) from the following heuristic argument\(^6\).

Let \( n = 2 \) and \( D_1 \subset D_2 \subset ... \subset \mathbb{R}^2 \) denote a nested sequence of domains where \( D_k = \{(x, y) \in \mathbb{R}^2 \mid |x| \leq k, |y| \leq k \} \). Each pair \((D_k, \mu)\), \( k = 1, 2, ... \) is a compact domain in \( \mathbb{R}^2 \) with area (volume) \( 4k^2 \). Correspondingly, we will denote \( \text{iDiff}_1 \subset \text{iDiff}_2 \subset ... \subset \text{iDiff}(\mathbb{R}^2) \) the nested sequence of subsets of \( \text{iDiff}(\mathbb{R}^2) \), where \( \text{iDiff}_n \) contains irrotational diffeomorphisms with support in \( D_n \). The set of irrotational diffeomorphisms with compact support is then the union of \( \text{iDiff}_n \):

\[ \text{iDiff}(\mathbb{R}^2) = \bigcup_{n=1}^{\infty} \text{iDiff}_n. \]

Therefore, under the projection map \( \Phi \), \( \text{iDiff}_n \) maps to a convex set on the sphere of radius \( 4k^2 \). Recall that the curvature of a sphere with radius \( 4k^2 \) is \( \frac{1}{4k^2} \), and this shows that as \( k \rightarrow \infty \), \( \Phi \) maps \( \text{iDiff}(\mathbb{R}^2) \) to a sphere with infinite radius, i.e., a space with zero curvature.

### 6 Conclusions

In this paper, we have applied the novel framework introduced in [1] for computing a diffeomorphic path interpolating two given diffeomorphisms from a cardiac cycle. We have argued that the volume-preserving diffeomorphisms should be considered as nuisance parameters, and clinically relevant diffeomorphic paths should be induced from smooth paths in the corresponding quotient space, taking out the effect of the nuisance parameters. The diffeomorphic path computed by our method enjoys the property that its projection onto the quotient space is indeed a geodesic. The proposed algorithm has two main steps. First, it projects...
the two given diffeomorphisms computed from any image registration process onto the quotient space that has been shown to be a convex subset of the infinite-dimensional sphere, and it computes the geodesic between these two projected points in closed form. Second, it lifts this geodesic path on the sphere back to the space of diffeomorphisms using an $L_2$-regularization that results in a quadratic programming problem with trilinear constraints for 3-D problems that can be efficiently solved using the augmented Lagrangian method.

We have applied our algorithm to two cardiac motion analysis experiments. In the first experiment, the result has shown that the proposed method performs better than LDDMM in estimating the diffeomorphic path between end-systole (ES) and end-diastole (ED). The result from the second experiment has demonstrated the features extracted from the diffeomorphic paths are relevant and useful for patient classification (treated and untreated groups). Our future research will focus on developing more statistical analysis methods in the quotient space described in this paper.
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\textbf{Abstract.} This paper investigates the shape collapse problem in non-rigid image registration. The shape collapse problem is the situation when an appendage of a deforming object does not overlap with the target shape and collapses to a set of zero measure during the registration process. The dual problem occurs when a new appendage grows out of the object to match the target shape. In both cases, the estimated correspondence between the source and target objects is often undesirable. The shape collapse problem is caused by deforming the moving image in the gradient direction of the similarity cost and affects both small and large deformation registration algorithms. Minimizing a registration cost function by following the similarity-cost gradient drives the registration to a local energy minimum and does not permit an increase in energy to ultimately reach a lower energy state. Furthermore, once an object collapses locally, it has zero measure under the similarity cost in this region and is permanently stuck in a local minimum. This paper presents a criterion for detecting image regions that will collapse if the similarity cost gradient direction is followed during optimization. This criterion is based on the skeletal points of the moving image in the symmetric difference of the original two binary images. Experimental results are presented that demonstrate that the shape collapse problem can be detected before registration.

\textbf{Keywords:} image registration, skeleton, shape collapse, collapse points, predicting regions of collapse

1 Introduction

A common problem that affects both small and large-deformation image registration algorithms is when a part of an object collapses during the registration process. The problem can be illustrated by registering images of hands in which four of five fingers overlap (see Fig. 1). The shape collapse occurs during registration when the index finger in the source image collapses into a thin set. At the same time, a new finger grows out of the palm of the hand to match the finger in the target hand. The biologically relevant transformation in this case would be instead to shift the finger to match its pose in the target image. This solution is difficult to reach with greedy optimization algorithms often used in image registration, because collapsing the index finger in the source image to a
thin set reduces the registration similarity cost immediately, as opposed to rotating the finger which may increase the cost initially. Note that Fig. 1-d shows the final result for a small deformation image registration and only a partial deformation for a large deformation registration. Additionally, once a region of source image collapses during the registration process, it remains collapsed, i.e. a collapsed region in the source image corresponds to a local minimum of the registration cost function.

We are not aware of others that have studied the shape collapse problem in image registration. The distance function from smooth submanifolds and its cut loci have been thoroughly studied by many in differential geometry. See [2] for basic introduction and a review. The notion of skeleton generalizes the notion of cut locus when the boundary is not differentiable. Skeletonization and medial representations have been thoroughly studied; a good overview can be found in [3].

In this paper we present a novel method for a priori detection of object points where shape collapse is likely to occur and predicting the collapse loci. We provide several examples where our algorithm successfully predicts collapse loci. Detecting collapse loci is important for the alignment of sulci in brain image registration, which is similar to the alignment of fingers in the hand example discussed above. In this case, once we detect collapsing sulci, we can devise solutions to this problem by, for instance, enforcing the sulcus to retract into or sliding along the cortex rather than collapsing. This may also be used as a potential method to detect different folding patterns between the brains. The approach to handle collapsing is different based on the application domain, and as such, is beyond the scope of this paper.

2 Mathematical Formulation

The ideas presented in this paper are independent of space dimension. For example, the area-decreasing discussion below becomes volume-decreasing in 3-D. Likewise, the definition of skeleton below allows for curves and sheets in 3-D.
Let $\Omega$ be a subset of $\mathbb{R}^n$, typically with $n = 2$ or 3. Let $I_i : \Omega \to \mathbb{R}$, $i = 1, 2$ be two binary images to be registered, where $I_1$ denotes the moving image and $I_2$ denotes the target image. We denote the foreground of $I_i$ by $V_i \subset \Omega$ for $i = 1, 2$. We assume that the $V_i$ is compact. For the sake of simplicity, we will assume that the boundary of $V_i$ is piecewise $C^1$ closed curve when $n = 2$. In the $n = 3$ case, the boundary of $V_i$ is assumed to be a piecewise-smooth surface that is a union of finitely many surfaces, curves and points (e.g., the boundary of a cube).

The collapse problem occurs when $V_1$ has an appendage which is not included in $V_2$, and the growth problem occurs when $V_2$ has an appendage which is not included in $V_1$. The collapse and growth behaviors look different if they are observed only from the point of view of the foreground. However, the growth of the foreground can be studied as a certain type of collapsing of the background.

**Definition 1.** Let $V$ be a subset of a metric space $(\Omega, d)$, and $B_r(p)$ denotes the open metric balls $\{x \in \Omega : d(x, p) < r\}$. A closed ball $\overline{B} \subset V$ is called a maximal ball of $V$, if for every closed ball $\overline{B}'$, $\overline{B} \subseteq \overline{B}' \subseteq V$, one has $\overline{B} = \overline{B}'$. The set $\{q \in V : \exists r > 0, \overline{B}_r(q) \text{ is maximal ball of } V\}$ is defined to be the skeleton $S(V)$ of $V$ by maximal balls [4].

Suppose $\Omega$ is a metric space. Let $p$ be a point of $\Omega$, and let $V$ be any subset of $\Omega$. The interior of $V$, denoted $\text{Int}(V)$, is the union of all open subsets of $\Omega$ contained in $V$. The exterior of $V$, denoted $\text{Ext}(V)$, is the union of all open subsets of $\Omega$ contained in $\Omega - V$. The boundary of $V$, denoted by $\partial V$, is the set of all points of $\Omega$ that are in neither $\text{Int}(V)$ nor $\text{Ext}(V)$.

We first discuss the collapsing behavior in the simple case of $V_2 = \emptyset$ and no regularization. Since we have a binary image, a greedy algorithm for the similarity-cost gradient follows the direction that decreases the area in the fastest way. We study this area-decreasing flow on the interior of $V_1$, and the distance function $f : V_1 \to [0, \infty)$ to the boundary $\partial V_1$, given by $f(x) = \text{dist}(x, \partial V_1) = \inf \{x - y : y \in \partial V_1\}$. For a piecewise $C^1$ boundary, $f$ is $C^1$ except on a set (containing the skeleton and the boundary) of measure zero, and its gradient $\nabla f$ (when it exists) is perpendicular to the level sets of $f$.

The fastest area decreasing occurs by deforming the interior of $V_1$ along $\nabla f$ until the skeleton is reached at that direction, since following the gradient one goes into the interior deeper in the fastest way. The superlevel sets $\{q \in S(V_1) : \partial V_1\}$ are the stages of this deformation in the continuous category, as justified below.

For every $q \in S(V_1)$, there is a unique maximal ball $\overline{B}_r(q)$ of $V_1$ centered at $q$, and the set of points along the boundary $\partial V_1$ associated to $q$ is $A_b(q) := \overline{B}_r(q) \cap \partial V_1$. The associated set $A_b(q)$ is nonempty. It usually has two or more points, but it can be one point, such as the focal point of a boundary curve (or a surface for $n = 3$) at a strict local maximum of curvature (or principal curvature for $n = 3$). For every $p \in \partial V_1$, we can also define the associated set $A_s(p) = \{q \in S(V_1) : p \in A_b(q)\}$, which is the set of points along the skeleton associated with $p$. If $\partial V_1$ is $C^2$ about $p$, then $A_s(p)$ contains one point. Let $L(p, q)$ denote the line segment with end points $p$ and $q$, and $L_s(p, q) = L(p, q) - \{p, q\}$. For
simplicity, we will use 2-D examples to illustrate these concepts throughout this paper, even though the extension to n-D using line segments is straightforward. Figure 2 illustrates the possible configurations of boundary and skeletal points and their associations, as well as the notation used.

**Proposition 1.** The set of line segments \{L^o(p,q) : q \in S(V_1) \text{ and } p \in A_\partial(q)\} is a partition of \(V_1 = (\partial V_1 \cup S(V_1))\).

**Proof.** We want to show that every point \(a \in V_1\) belongs to a \(L(p,q)\) where \(p \in \partial V_1, q \in S(V_1)\) and they are associated with each other. The point \(a\) has a closest point \(p \in \partial V_1\) at a distance \(f(a) = c\) and hence \(\overline{B}_c(a) \subseteq V_1\). Then \(\overline{B}_c(a) \subseteq \overline{B}_r(q) \subseteq V_1\) for a maximal ball \(\overline{B}_r(q)\). If \(p \in \overline{B}_c(a) \subseteq \overline{B}_r(q)\) is an interior point of \(\overline{B}_r(q)\) then it cannot be on \(\partial V_1\). Hence \(\partial \overline{B}_c(q)\) and \(\partial \overline{B}_r(a)\) are tangential at \(p\), and thus \(a \in L(p,q)\). Therefore \(V_1\) is the union of all \(L(p,q)\) with \(q \in S(V_1)\) and \(p \in A_\partial(q)\).

For \(p_i \in \partial V_1\) and \(q_i \in S(V_1)\) with \(p_i \in A_\partial(q_i)\), for \(i = 1,2\), if \(L(p_1,q_1) \cap L(p_2,q_2) \neq \emptyset\) then either \(p_1 = p_2\) or \(q_1 = q_2\), i.e. these segments can only intersect along the boundary or the skeleton unless they are identical. Because, an intersection at the interior of the line segments would contradict the triangle inequality and \(p_i\) being the closest point of \(\partial V_1\) to \(q_i\). \(\square\)

By Proposition 1 and its notation, if \(a \in L^o(p,q)\), then \(p\) is the unique closest point of \(\partial V_1\) to \(a\). This justifies that \(f^{-1}(r)\) is the set of all points \(a_{pq}\) on \(L(p,q)\) with \(||a_{pq} - p|| = r\) as long as \(||q - p|| \geq r\), as \(q\) varies through all of \(S(V_1)\) and \(p\) through all of \(A_\partial(q)\). The fastest area decreasing flow on the interior of \(V_1\) is along the line segments \(L^o(p,q)\) with unit speed until the skeleton is reached.
along each segment. The flow is not definable along the skeleton. However, away from the skeleton, \( s_{lr} \) are the stages of this deformation, and \( L(p, q) \) is parallel to \( \nabla f(a_{pq}) \) if it exists.

We remark that this flow needs to be considered on the interior of \( V_1 \), since it is possible that \( A_S(p) \) may contain more than one point if \( \partial V_1 \) is not differentiable at \( p \in \partial V_1 \) (e.g., \( p_2 \) in Fig. 2-a). In that case, the flow is not defined at \( p \), but it is well defined on the union of \( \{ L^s(p, q) : \forall q \in A_S(p) \} \). Rather than letting \( \partial V_1 \) follow the flow, we use the boundary of \( s_{lr} \), namely \( f^{-1}(r) \). Using \( s_{lr} \) has the additional advantage of describing the area reduction process accurately around the skeleton. This is because \( S(s_{lr}) = S(V_1) \cap s_{lr} \) and the flow along the \( L(p, q) \) reaches different parts of the skeleton at different times and stops. Therefore it is possible that \( s_{lr} \) may break into components. In this case, the flow is not continuous at the skeleton; however, the area-reduction is continuous.

In the continuous area-reduction case and with \( V_2 = \emptyset \), the above process (without regularization) will reduce \( V_1 \) to \( \emptyset \) since it will remove the skeleton along the way. By using small (but not zero) regularization and discrete image registration, we see that the skeleton actually remains. The deforming forces towards a point \( q \) on the skeleton are from different directions along \( L(p, q) \) for several \( p \in A_S(q) \). The regularization will reduce the effect of these forces by averaging and slow down the area reduction. Since the skeleton has measure zero and the deformations we use for the image registration are discrete, removing the skeleton has no or little gain in the cost function, and therefore a skeleton remains. Since the deformations are not going exactly along \( s_{lr} \), the skeleton reached through image registration cannot be expected to be same as \( S(V_1) \), but it is a very good approximation since the above mentioned factors are not in effect until the flow comes near \( S(V_1) \).

The next step is to consider the case in which the target image contains a foreground object, i.e., \( V_2 \neq \emptyset \). We begin with some definitions.

**Definition 2.** Let \( V_1 \) and \( V_2 \) be subsets of \( \Omega \) representing the foreground objects of images \( I_1 \) and \( I_2 \), respectively. The overlap of the foreground objects is denoted as \( W = V_1 \cap V_2 \) and the symmetric difference region (non-overlap) \( U = U_1 \cup U_2 \) where \( U_1 = V_1 - V_2 = \{ x \in V_1 : x \notin V_2 \} \) and \( U_2 = V_2 - V_1 \).

**Definition 3.** A point \( p_1 \in \partial V_1 \) is a collapsing point for \( q \in S(V_1) \), if \( \exists p_2 \in \partial V_1 \) such that \( p_1 \neq p_2, \{ p_1, p_2 \} \subset A_S(q) \), and \( L(p_1, q) \cup L(p_2, q) \subset U_1 \). The notation \( \text{CLPS}(q) \) denotes all collapsing points (if any) along \( \partial V_1 \) associated with \( q \in S(V_1) \) and \( \text{CLPS}(V_1) \) denotes the union of \( \text{CLPS}(q) \) for all \( q \in S(V_1) \).

Figure 2-b illustrates these definitions. In this example, \( p_1 \) is a collapsing point because there exists a \( p_2 \) satisfies all three conditions: \( p_1 \neq p_2, \{ p_1, p_2 \} \subset A_S(q) \), and \( L(p_1, q) \cup L(p_2, q) \subset U_1 \). In contrast, \( p'_1 \) is not a collapsing point because the only point in \( \partial S_1 \) that shares a maximal ball with it is \( p'_2 \), and \( p'_2 \notin U_1 \). During the registration of the image of \( S_1 \) into the image of \( S_2 \), \( p_1 \) \( p_2 \) will move towards \( q \) on the skeleton of \( S_1 \) whereas \( p'_1 \) will move towards \( S_2 \) and \( p'_2 \) will stay in \( S_2 \).
Regions of foreground reduction of the moving image occur on $U_1$ and regions of foreground growth occurs on $U_2$. We can study $U_1$ and $U_2$ separately, since the deformation algorithms are local. We start by discussing the area-decreasing flow away from skeleton $S(V_1)$ in the continuous case without regularization again. If $p_1 \in \partial V_1 \subset V_1$ but $p_1 \notin U_1$, that is $p_1 \in V_2$, then it is already in the target set, there will be no area-decreasing flow near $p_1$. If $p_1 \in U_1 \cap \partial V_1$, then the area-decreasing flow on the union of $\{L^s(p,q) : \forall q \in A_S(p)\}$ starts as described before for $p$ near $p_1$, and continues along $L^s(p,q)$ until it comes close to either (i) a $q \in A_S(p)$ when $L^s(p,q)$ is away from the overlap $W$, or (ii) the flow comes close to a point of $\partial V_2$ provided that $L^s(p,q)$ enters $V_2$ at most once.

For the cases when $p_1 \in U_1 \cap \partial V_1$, $q \in A_S(p_1)$ and $L(p_1,q) \subset U_1$, but $p_1$ is not a collapsing point due to the rest of $A_S(p_1)$ being in $W$, there will be one-sided flows towards $q$ at the start. However, since these one-sided flows will alter the skeleton of the remaining set, the flow needs to be readjusted according to the new skeleton, a case that will not happen when $V_2 = \emptyset$. All flows near $W$ will have this adjustment.

At the collapsing points (nonempty) $CLPS(q) \subset A_S(q)$, we expect that the area decreasing flow to reduce the area tending towards $q$ from the several directions $\{L(p,q) : \forall p \in CLPS(q)\}$, and some type of collapse occur at $q$.

If there exists an open set $Z$ bounded away from $W$ such that for all $q \in Z \cap S(V_1)$ one has $CLPS(q) = A_S(q)$ and for all $p \in CLPS(q)$, $L(p,q) \subset Z$ then the area decreasing procedure in $Z$ will behave the same as $V_2 = \emptyset$. Understanding how this works allows us to predict the outcome with a small regularization factor. A part of a skeleton will be reached through image registration for the collapsing of $U_1$ within $Z$, it cannot be expected to be same as a part of $S(V_1)$, but it is a good approximation since the above mentioned factors when $V_2 = \emptyset$ are not in effect until the flow comes near this particular portion of $S(V_1)$.

The dual problem of growth in the foreground of the moving image is a reduction in the background. Hence, we can predict the behavior of the growth as well by using the same procedure. Revisiting Fig. 1, we can now compare the collapse and growth of the index finger. The collapse of the index finger $U_1$ is mostly sideways flowing towards the vertical part of the skeleton $S(V_1)$ through $U_1$, by becoming thinner and thinner. But the growth of the finger in $U_2$ is a reduction of a part of the complement of $V_1$ (not $V_2$!). It has to follow the level sets of the distance function to $\partial V_1$ on the complement of $V_1$. These levels sets restricted to $U_2$ are parallel to the index finger in the moving image and therefore $U_2$ grows in the perpendicular direction to these level sets. The growth in $U_2$ keeps the maximal width since there is no skeleton of the background of the moving image about that area.

3 Discussion

Figure 3 presents a simple 2D registration example that illustrates the shape collapse problem for parts of the foreground and background of the moving image. The moving image (Fig. 3-a) is a 128x128 pixel, binary image that has
value 0 for the background and 1 for the foreground. The target image (Fig. 3-b) differs from the moving image by a translation of the lower rectangle appendage. The difference image (Fig. 3-c) demonstrates the amount of overlap between the appendage of the moving and target image.

Figure 3 shows the skeletal points for the foreground (d) and background (e) of the moving image. The skeletal points of the moving shape are used to predict the location where a potential collapse of the moving image will occur. Note that the designation of foreground and background objects are for convenience of presentation and could have just been referred to as the white and black object of the moving image. Regions of shape collapse only occur in the non-overlap region between the moving and target images. Fig. 3-g and 3-h shows the skeletal points masked by the region of overlap since these are the only skeletal points that we are concerned with.

As discussed in Section 2, we will detect the object boundary points where the region of collapse may happen when the images are registered. The set of boundary points where the shape will collapse can only occur in the region of non-overlap between the moving and target image. The foreground and background boundary points that occur in the symmetric difference region correspond to a super set of the boundary collapse points and are shown in Fig. 3-f and 3-i. The foreground and background boundary collapse points are shown in Fig. 3-j and 3-k. The collapse points are defined as the boundary points in the symmetric difference region that correspond to the skeletal points in the symmetric difference region. The predicted foreground and background collapse points are shown superimposed on the moving image in Fig. 3-l. The skeletal points associated with boundary collapse points are a rough estimate of where the moving image will collapse when registered to the target image, as shown in Figure 4.

Fig. 4 shows that the foreground and the background of the moving image collapsed following the predictions of the boundary collapse points. The foreground collapses to a thin strip of white foreground (square callout) and the background collapses to a thin strip of black background (circle callout). Note that the regions of collapse shown in Fig. 4 are small and hard to see. It is because regions of collapse are hard to see that they are often ignored.

Figure 5 shows the result of registering the moving image to the target image for the example in Fig. 3. The image registration algorithm[1] minimized the objective function \( C(u) \) which consists of the weighted sum of a similarity cost (sum of squared intensity differences (SSD)) and a regularization term (membrane model), as described by the following equations:

\[
C(u) = \frac{\alpha}{2} \int_{\Omega} (I_1(x + u(x)) - I_2(x))^2 \, dx + \frac{\beta}{2} \int_{\Omega} ||Lu||^2 dx
\]

\[
\delta C(u(x)) = \alpha (I_1(x + u(x)) - I_2(x)) \cdot \nabla I_1|_{x+u(x)} + \beta L^2 u
\]

\[
u^{(i+1)}(x) = u^{(i)}(x) - \Delta \delta C(u(x))
\]

The gradient descent used a step size of \( \Delta = 0.95 \), a weight of \( \alpha = 1 \) for the SSD term and a weight of \( \beta = 0.1 \) for the membrane regularization term.
<table>
<thead>
<tr>
<th>(a) Moving Image</th>
<th>(b) Target Image</th>
<th>(c) Difference image, i.e., white &amp; black are non-overlap region</th>
</tr>
</thead>
<tbody>
<tr>
<td>(d) Skeletal points of moving foreground (FG) image</td>
<td>(e) Skeletal points of moving background (BG) image</td>
<td>(f) Boundary of moving FG image in non-overlap region</td>
</tr>
<tr>
<td>(g) Skeletal points of moving FG in non-overlap region</td>
<td>(h) Skeletal points of moving BG in non-overlap region</td>
<td>(i) Boundary of moving BG image in non-overlap region</td>
</tr>
<tr>
<td>(j) FG boundary collapse points</td>
<td>(k) BG boundary collapse points</td>
<td>(l) Black: FG collapse points, White: BG collapse points</td>
</tr>
</tbody>
</table>

**Fig. 3.** Detection of boundary collapse points for overlapping appendage experiment. Both the foreground and background collapses in this example.
The operator $L$ in the regularization term is a linear differential, self-adjoint operator and corresponds to $L^2 u = \nabla^2 u$ for the membrane regularization model and $\nabla^2$ is the Laplacian. For this experiment, the displacement field $u(x)$ was represented as a 128x128 vector field. Bilinear interpolation was used to compute the deformation of the moving image. 1000 iterations of gradient descent were used to minimize the registration cost.

Figure 5 illustrates the time progression of how using a greedy optimization method causes the regions of the moving image to collapse. The arrows in Figure 5-a show the direction of the force generated by the gradient of the SSD cost function. The white arrows show that there is a force pushing right and a force pushing up. The combination of these two forces causes the collapse of the foreground object at the lower left corner of the object. The black arrows show a force pushing right and another pushing down. The result of these two forces causes the background of moving image to collapse at the inside corner of the object. Note that once a region of the image collapses, there is no way for a greedy optimization method to “un-collapse” the region. The reason for this is that the collapsed region has zero measure in the SSD cost function and therefore has little to no cost. Thus, there is no incentive (i.e., no gradient force) for the greedy optimization method to retract or otherwise fix the collapsed region.

Figure 6 shows the x- and y-displacement fields associated with this registration experiment. Notice that the x-displacement field is not symmetric in the vertical direction, i.e., the left black region appears to be shifted up compared to the black region on the right. The vertical asymmetry of the x-displacement field results from the shape collapse of the moving image. The asymmetry of the x-displacement field corresponds to the nonzero regions of the y-displacement field in the regions of image collapse. The nonzero regions of the y-displacement field indicate a problem with the estimated transformation for this experiment. It is reasonable to assume that the vertical appendage of the moving image only needs to be shifted to the right to match the corresponding structure in the target image. Thus, any nonzero displacement in the y-direction indicates a counter-intuitive registration result.
Fig. 5. Progression of deformation from moving to target image. The arrows show in panel (a) the direction and location of the deformation. The white arrows show where the foreground of the moving image collapses and the black arrows show where the background of the moving image collapses.

Fig. 6. Displacement fields for the image registration of overlapping appendage experiment. (a) X-displacement, (b) Y-displacement, (c) foreground and background skeletal points overlaid on deformed image predict regions of collapse

The displacement fields shown in Figure 6 demonstrate that the regions of collapse should not be ignored because they lead to poor correspondence in the regions of collapse. Ignoring the poor correspondence in collapsed regions may have a major impact on the conclusions drawn in the applications using such transformations. These include mapping brain function, computing average
shapes, computing shape statistics, computing mechanical properties of the lung, adaptive radiotherapy planning, and computing cumulative dose in radiation therapy to mention a few application areas.

Figure 6-c shows the skeletal points of the foreground and background objects from the original moving image within the symmetric difference region, superimposed on the registration result. Notice that the skeletal points do a good job of predicting the locations of the moving image collapse. The skeletal points do not predict the actual locations of the moving image collapse due to the shape change of the moving image during registration and the effect of regularization.

The minimum value of the Jacobian for the estimated transformation for this experiment was 0.0853. The fact that the minimum value of the Jacobian was positive indicates that the estimated transformation remained a diffeomorphism throughout the optimization procedure. This fact illustrates that the collapse problem occurs even when the transformation is a diffeomorphism.

Figure 7 shows three additional examples of predicting collapse points. The first row of this figure illustrates collapse points occurring when a subregion of an object retracts. The second row illustrates collapse points occurring when a subregion of an object expands. The final row shows the cortical ribbon extracted from a clinical MR image with $1 \times 1$mm$^2$ resolution. The cortical segmentation was adapted to limit the example to illustrate four retraction and two expansion regions around sulci. This example is important to show the scale of the expected effect size of the collapsing problem for neuroimaging applications.

4 Conclusions

This paper presented the shape collapse problem for image registration which is a problem for both small and large deformation image registration algorithms. A mathematical justification was presented for why the collapsing problem occurs for binary images that each contain a single corresponding object. Collapsing boundary points were defined mathematically and were shown to predict before the registration, which boundary points in the moving image will collapse during an iterative image registration procedure that minimize the registration cost at each iteration. Furthermore, the foreground and background skeletons of the moving image in the symmetric difference region were shown to closely predict the collapse loci in the moving image.
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Fig. 7. Examples. Each row of this figure shows an additional example of collapsing point detection. The columns from left to right show the moving image, target image, difference image before registration, deformed collapse points on the moving image, and the foreground and background skeletal points overlaid on the deformed image.
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Abstract. A method of building a point distribution model for multiple anatomical landmarks from training datasets with various different imaging ranges is presented. To cope with the missing data problem caused by partial imaging ranges of training datasets, the MissGLasso algorithm is applied to build the model. The joint probability distribution of logarithmic distances between all landmark pairs is approximated as a sparse Gaussian graphical model which has a sparse precision matrix calculated by the graphical lasso method. Additionally, EM algorithm is also utilized to apply graphical lasso to training sample vectors which include many missing values. To evaluate models built by the proposed method, the models were embedded into multiple-landmark detection systems and the detection sensitivities were compared between models trained with partial and entire imaging range datasets. The overall sensitivities of landmark detection using these two models were 72.78 and 75.02%, respectively. Because the detection sensitivity for most of the landmarks differs little between the two models, it can be concluded that the MissGLasso algorithm could effectively handle missing values in training landmark distribution models.
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1 Introduction

The automatic detection of anatomical landmark positions often plays a key role in various medical image analyses, such as organ segmentation, interindvidual or intermodality image registration or computer-aided lesion detection. Various point distribution models (PDMs) of the spatial distribution of multiple anatomical landmarks have been used to detect a series of landmarks [1][2][3]. For example, in [1] Seifert et al. used predefined spatial constraints between specific pairs of landmarks in detecting 19 body trunk landmarks. In [2], Potesil et al. proposed the pictorial structure
model in which a graph structure connects 22 landmarks from cervical to pelvic structures. Although the graph structure itself is arbitrarily predefined, the spatial constraint between two connected landmarks is learned from training datasets. On the other hand, in [3] Hanaoka et al. built a statistical PDM on 173 landmark positions and applied it to a landmark detection task. Their target imaging range was neck-to-pelvis and the head was not included. In all these methods, PDMs play an important role by providing prior knowledge on the human body structure. Therefore, it is suggested that the quality of PDM will strongly affect the overall performance of landmark detection applications.

Theoretically, a landmark-based PDM for the whole human body can be built in the same manner as the methods mentioned above. Such a whole body PDM will be more versatile than partial-body PDMs, that is, it can be applied to a wider range of medical image processing and to various organs. However, to the best of our knowledge, no research on building a PDM for the whole body by means of statistical modeling has been reported. It is considered that the main reason for this is the difficulty of preparing a sufficient amount of whole-body training datasets. Medical image examinations, such as computed tomography (CT) or magnetic resonance imaging (MRI), are rarely performed for the whole body because of limited imaging machine resources or excess radiation exposure. If only partial-body datasets with various imaging ranges (e.g. chest only, abdomen only, etc.) are available as training datasets, the usual statistical model estimation methods will not be applicable. Instead, an alternative method that can handle missing values in the training datasets will be required. One of the aims of this study is to overcome this problem by applying an EM-algorithm-based missing value imputation method [4] in estimating the statistical landmark distribution model.

The other aim of this study is to apply the sparse Gaussian graphical model [5] to landmark distribution modeling. In particular, we focused on estimating the precision matrix (inverse covariance matrix) on the interlandmark distances between landmark pairs as a sparse matrix. We chose the interlandmark distances as the model variables, instead of the landmark coordinates themselves, because of their desirable features such as spatial rotation invariance and robustness to local deformations. Generally speaking, it can be expected that a certain distribution can be statistically modeled better with a sparse precision matrix if most of the variable pairs are conditionally independent. This is not the case for the interlandmark distances, however, because most of the distances have strong positive correlations with each other owing to the scale factor. A large person has larger interlandmark distances, and vice versa. Nevertheless, we found that the distances become much less correlated after the scale factor is normalized appropriately. Thus, we assumed that the precision matrix can be estimated as a sparse matrix if the effect of the scale factor is removed in advance. On the basis of this assumption, we developed a novel method to estimate the sparse precision matrix while handling the scale factor separately.

For these two purposes, we propose a method for building a sparse Gaussian graphical model of interlandmark distances from training datasets with insufficient imaging ranges. The method is based on the MissGLasso method, proposed by Städler et al. [4], which consists of two algorithms: (1) an expectation-maximization
(EM) algorithm to handle missing data and (2) the graphical lasso method [5] for estimating the precision matrix with $l_1$ norm regularization. We modified the original MissGLasso method so that both the scale factor and the scale-normalized interlandmark logarithmic distance set can be modeled simultaneously. The proposed method was evaluated with 78 chest-to-pelvis CT volume datasets. For comparison, two models were built: (1) a statistical landmark distribution model built with intentionally cropped training volumes and (2) a model built with the whole imaging ranges. Then, the landmark detection performances using these models were compared to evaluate the applicability of the proposed method to partial volume training datasets.

2 Methods

2.1 Landmark distribution model based on interlandmark distances

In this study, the spatial landmark distribution is modeled as a joint probability function whose variables are the interlandmark logarithmic distances between all landmark pairs. Here, the reason why logarithmic distances are used is that it enables the proposed algorithm to handle the scale factor as a linear factor. Additionally, since the domain of log-distances is not restricted to positive but can have negative values, they may be more suitable to be modeled with Gaussian distribution.

Suppose that the number of landmarks is $L$ and that their coordinates are $x_i$, $i \in \{1, 2, 3, \ldots, L\}$. Then, the logarithmic distances are defined as $d_{ij} = \log|\text{vec}(x_i - x_j)|$, $1 \leq i < j \leq L$. Let the concatenated vector of all $d_{ij}$ be $d = (d_{1,1} \cdots d_{1,L} \cdots d_{L,1} \cdots d_{L,L})^T$. Suppose that the mean vector of $d$ is estimated as $\bar{d}$ and the precision matrix is estimated as $K$, then the probability function $p(X)$ for any landmark position set $X = \{x_i\}$ can be estimated as a multidimensional Gaussian distribution as follows:

$$p(X) = \sqrt{2\pi \cdot M} \cdot \sqrt{|K|} \cdot \exp \left\{-\frac{1}{2} (d - \bar{d})^T K (d - \bar{d}) \right\}.$$  

(1)

where $M = \frac{L(L+1)}{2}$ is the dimension number of $d$. Therefore, only the mean vector $\bar{d}$ and precision matrix $K$ must be determined to define a landmark distribution model. $\bar{d}$ and $K$ can be estimated from manually input ground-truth landmark positions in the training datasets. The main topic of this study is how to adequately estimate $\bar{d}$ and $K$ where the number of training datasets $N$ is far less than the model dimension $L$ and many missing values are included.

Note that the distribution (1) is translation- and rotation-invariant because only the interlandmark distances are considered. Moreover, the logarithmic distance vector $d$ is altered linearly by a scale transformation; that is, when a scale transformation with scale factor $\alpha$ is applied to the landmark position set (i.e., $x_i \mapsto \alpha \cdot x_i, \forall i$), the vector $d$ will be translated as $d \mapsto d + \log \alpha \cdot \mathbf{1}$. This is a simple translation parallel to the vector $\mathbf{1} = (1, 1, \ldots, 1)^T$. 
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2.2 Graphical lasso with scale factor normalization

Graphical lasso [5] is a method of estimating a sparse precision matrix $\Theta$ from a given sample covariance matrix $S$ by maximizing the $l_1$ norm-penalized log likelihood as follows:

$$\log \det \Theta - \text{trace}(S\Theta) - \rho ||\Theta||_1. \quad (2)$$

Here, $\rho$ is a parameter that controls the sparsity of $\Theta$.

The sample covariance matrix $S$ can be calculated from the set of the vector $d$ in the given training datasets. However, as described above, $S$ is not suitable for the graphical lasso estimation because of the scale factor. To overcome this problem, $S$ is divided into two: the covariance matrix of the scale-normalized log-distances $S_{\text{nor}}$ and the variance of the scale factor $\gamma$. After this division, $S_{\text{nor}}$ is processed by the graphical lasso method to estimate the precision matrix.

The division of $S$ is performed as follows. Firstly, the scale factor of a given vector $d$ is defined as $\text{scale}(d) = (\bar{d} - d) \cdot (\frac{1}{M} \cdot 1)$. Here, $\bar{d}$ is the sample mean of $d$ and $\text{scale}(d)$ is the average of $M$ elements of the mean-subtracted vector $(d - \bar{d})$. The variance of the scale factors is calculated as the variance of all $\text{scale}(d)$ from the datasets. Secondly, the scale-normalized log-distance is defined as $d_{\text{nor}} = d - \frac{1}{M} \cdot 1 \cdot \text{scale}(d)$. Then the covariance matrix $S_{\text{nor}}$ is calculated from all $d_{\text{nor}}$ extracted from training datasets.

The precision matrix of $d_{\text{nor}}$, namely $\Theta_{\text{nor}}$, is estimated using the graphical lasso algorithm by maximizing (2) with the given $S_{\text{nor}}$. Note that $K$ (the precision matrix of $d$) can be estimated from $\Theta_{\text{nor}}$ as follows: Assuming that the scale factor $\text{scale}(d)$ and the normalized distance vector $d_{\text{nor}}$ are statistically independent, a simple addition rule of covariance matrices $K^{-1} = \Theta_{\text{nor}}^{-1} + \gamma \cdot 11^T$ is satisfied. ($\gamma \cdot 11^T$ corresponds to the covariance matrix of the scale factor.) Then, from the Sherman-Morrison formula,

$$K = (\Theta_{\text{nor}}^{-1} + \gamma \cdot 11^T)^{-1} = \Theta_{\text{nor}} - \gamma/(1 + \gamma \cdot 11^T\Theta_{\text{nor}})$$

(3)

is satisfied. Note that using this equation, the probability calculation in Eq. (1) can be speeded up by taking advantage of high sparsity of the matrix $\Theta_{\text{nor}}$.

A modification was introduced to the original graphical lasso method in this study. It is to change the $l_1$-norm-penalizing weights for each variable according to its standard deviation. In graphical lasso it is possible to change the sparsity control factor $\rho$ for each element of $\Theta$ [5]. This is performed by modifying Eq. (2) as follows:

$$\log \det \Theta - \text{trace}(S\Theta) - ||\Theta \ast P||_1$$

(4)

where $P = [\rho_{jk}]$ with $\rho_{jk} = \rho_{k,l}$, and $\ast$ indicates component-wise multiplication. On this basis, we determined the element-wise $l_1$-norm-penalizing weight as follows:

$$\rho_{jk} = \rho \cdot f(\sigma_j) \cdot f(\sigma_k)$$

(5)
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\[ f(x) = \begin{cases} 
  x & \text{if } \sigma_{\text{threshold}} \leq x \\
  \sigma_{\text{threshold}} & \text{if } x < \sigma_{\text{threshold}} 
\end{cases} \]

where \( \sigma_i \) is the standard deviation of the \( i \)-th element of \( d \), and \( \sigma_{\text{threshold}} \) is a parameter to be determined in advance. The motivation for introducing this weight is to avoid the excessive effect of variables with very large variances. We found that this weight modification is very useful for improving the result.

2.3 EM algorithm and MissGLasso

Most of the methods of estimating the distribution from given sample data require that no values are missing from the given sample. However, this is not the case when the imaging range is limited and some landmarks are out of range. One element in \( d \) (i.e., one interlandmark distance) will be “missed” if either of the two landmarks is out of the imaging range. Therefore, a significant number of elements in \( d \) from a partial volume training dataset may be missed. One frequently used solution for such a “missing value” problem is to apply the EM algorithm. In this study we utilized the MissGLasso method, which is a fusion of the EM algorithm and the graphical lasso method.

Details of the MissGLasso method are available in [4]. In brief, the model parameter \( \Theta_{\text{nor}} \) is iteratively updated in MissGLasso by alternately applying E and M steps. (Fig. 1, left) In the E step, the covariance matrix and mean vector are estimated from both the observed (nonmissed) values and recently estimated \( \Theta_{\text{nor}} \). Using the updated covariance matrix and mean vector, the precision matrix \( \Theta_{\text{nor}} \) is estimated and updated in the following M step. In MissGLasso, the M step is virtually the graphical lasso method itself. In this study, we iterated the EM algorithm 10 times to find an optimal \( \Theta_{\text{nor}} \) from partial volume training datasets.

![Fig. 1. Outline of proposed method. (Left) MissGLasso-based model estimation. (Right) Landmark detection system used in evaluation.](image-url)
2.4 Evaluation

The positions of a total of 138 (64 chest, 37 abdominal, 37 pelvic) landmarks in the human torso were modeled and detected in this study. We compared the landmark detection performances using two different models. The GLasso model was trained with ground truth landmark positions from full-range (chest-to-pelvis) CT volumes. On the other hand, the MissGLasso model was trained with not all the ground truth positions. Instead, the pelvic landmarks were removed from half of the training datasets and the chest landmarks were removed from the other half. Thus, these two halves simulate chest-to-abdomen and abdomen-to-pelvis imaging ranges, respectively.

![Sensitivities for thoracic landmarks.](image1)

![Sensitivities for abdominal and pelvic landmarks. All landmarks are sorted by the sensitivities using the GLasso model.](image2)

Fig. 2. Result of landmark detection performance. (Top) Sensitivities for thoracic landmarks. (Bottom, from the left) Sensitivities for abdominal and pelvic landmarks. All landmarks are sorted by the sensitivities using the GLasso model.

A total 87 of CT datasets of healthy or diseased human torsos without an intravenous contrast agent were used in the evaluation. The model training was performed with 4-fold cross-validation; 87 datasets were divided into 4 groups, and the datasets in each group were tested with a model that was trained using the other 3 groups. For MissGLasso models, these training datasets were merged and divided again into chest-to-abdomen and abdomen-to-pelvis imaging range simulation subgroups. The values of \( \rho \) and \( \sigma_{\text{threshold}} \) were determined empirically as 0.75 and 0.2, respectively.
To evaluate the suitability of the estimated models, a multiple-landmark detection method proposed in [3] (Fig. 1, right) was applied to the test datasets and the detection performances using GLasso and MissGLasso models were compared. The outline of the landmark detection method used is as follows. Firstly, each of the target landmarks is detected independently by a landmark-specific detector that is composed of an appearance-model-based initial detector and a classifier ensemble. Each detector searches possible landmark positions within the given CT volume and then outputs a number of candidate points (100 candidates in this study). Then, the following combinatorial optimization algorithm chooses the most suitable combination of all landmark positions from the lists of candidates. In the latter phase, a landmark distribution model [Eq. (1)] is used as prior knowledge to seek the best combination. The optimization problem is formulated by maximum a posteriori (MAP) estimation and is solved by Gibbs sampling and simulated annealing methods. Each detection result was evaluated as successful if the detected point was within 2 cm from the manually input ground truth point.

Both the model estimation and landmark detection system were implemented on and experimented with a computer with Intel Xeon E5-2640 CPU×2, 64 GB RAM and nVidia Tesla K20m GPGPU. It took approximately 2 h to estimate one MissGLasso model and 30 min for one landmark detection task.

Fig. 3. An example of landmark detection result. (Left) a frontal view. (Right) a left anterior oblique view. Green and red pins represent successfully and wrongly detected landmarks, respectively. The pin heads represent the detected positions, whereas the pin tails are the true landmark positions. Most of wrongly detected landmarks were those defined on soft-tissue structures.
3 Results

The overall result is shown in Fig. 2. The averages and standard deviations of sensitivities were 75.02% ± 0.17 and 72.78% ± 0.17 with GLasso and MissGLasso, respectively. Within the detection failures of both results (24.98% and 27.22%, respectively), 9.92% were due to the detection phase (i.e., no true position was outputted by the detector as a candidate). Thus, the failures due to the combinatory optimization phase using the models were roughly estimated as 15.06% and 17.30%, respectively.

Because the detection sensitivities for most of the landmarks differ little between GLasso and MissGLasso, it can be concluded that the MissGLasso algorithm could effectively handle missing values in the training datasets. The detection performance was similar even for landmarks with very poor sensitivity.

A performance comparison with a related study recently reported by Liu et al. [8] was performed on 5 landmarks (all landmarks shared by their study and ours). The mean errors of our MissGLasso setting were 4.4, 8.4, 7.8, 10.8, 40.6 (mm) for trachea bifurcation, left and right lung tops, liver top and bottom, respectively. In Liu et al., the corresponding errors were 2.5, 2.6, 3.2, 2.5 and 6.4 (mm), respectively. Though our result showed less accuracy than [8], we believe that our results for 4 landmarks, aside from the bottom of the liver, are not so poor if ambiguities of landmark positions are taken into account. Moreover, it may be improved by any appropriate post-process (e.g., [7]).

4 Discussion

A method of estimating a landmark point distribution model from training datasets with various partial imaging ranges was presented. The deterioration of the landmark detection performance was minimal using the model estimated with only chest-to-abdomen and abdomen-to-pelvis image datasets. Therefore, it was suggested that the proposed method can be a key technique for building landmark distribution models with a wider range, or ultimately, a whole body landmark PDM.

Application of our method to build a whole-body PDM is not limited to landmark detection. Possible applications include estimation or imputation of structures unseen in a given image (due to imaging range or nature of the modality). For example, the model may estimate the body height from the landmark positions of the pelvis only.

The main motivation of introducing sparsity in this study is to handle the High-Dimensional Low Sample Size (HDLSS) problem better. Regularization is a critical issue for HDLSS. L1-norm regularization is a state-of-the-art method and its superiority against classical L2-norm regularization has been suggested by many studies [9]. Our precision matrices were very sparse, having approx. 0.1% of non-zero elements.

This study has several limitations. Firstly, the proposed method was not compared with other precision matrix estimation methods such as Tikhonov regularization. However, the landmark detection system evaluates the distribution probability (Eq. (1)) about 15 million times per detection task under our current implementation and experimental conditions. The speed of this calculation completely depends upon the
Sparse Gaussian graphical model of spatial distribution of anatomical landmarks

sparsity of the precision matrix in this study. Thus it is expected that landmark detection with a dense precision matrix is virtually impossible. Although in [6] Hanaoka et al. proposed an effective way of calculating Eq. (1) without explicitly considering the entire precision matrix, it instead depends on explicit training sample vectors and cannot be applied to a problem with missing values.

Secondly, the detection sensitivity is not sufficient for some landmarks. For example, the sensitivities of 42 landmarks out of 158 were less than 70% with the criterion of 2 cm from the ground truth. Improvement of the detection performance is an issue in the future. Possible solutions include the landmark position fine-tuning algorithm proposed by Nemoto et al [7] or parameter tuning for each landmark detector [2].

As a future work, we are planning to apply the proposed method to building a multimodality landmark PDM. For example, suppose that you have a number of CT datasets with manually input landmark positions, and you also have other MRI datasets with landmark positions input. If the two datasets share some of the landmarks, the proposed method can build a combined landmark distribution model from both datasets. Such a combined model will be useful in various ways. For instance, using a CT-MRI combined model, the position of a certain landmark that is only visible in MRI can be estimated in any given CT images. Our final goal is to represent all landmark positions in the whole body and in any medical images in a single landmark distribution model.
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\textbf{Abstract.} We present a novel shape representation that characterizes the shape of a surface in terms of a coordinate system based on the eigen-system of the anisotropic Laplace-Beltrami operator. In contrast to the existing techniques, our representation can capture developable transformations and is therefore useful for analysis of cortical folding patterns. This representation has desirable properties including stability, uniqueness and invariance to scaling as well as isometric transformations. Additionally, the resulting shape space has a standard Euclidean metric simplifying shape analysis. We also present an approach that provides a fast and accurate computational method for solving the eigensystem using a finite element formulation. We demonstrate the utility of this representation for two brain shape analysis applications: quantifying symmetries in shape between the two cortical hemispheres and finding variance of cortical surface shapes across populations.

1 Introduction

Quantification, matching and comparison of cortical shapes are challenging problems with wide utility \cite{17, 12}. Most of the traditional approaches for analyzing brain shapes are deformation-based. Quantitative analysis of anatomical shape differences is performed with these approaches by analyzing the deformation required to warp a subject brain to a template brain. For example, tensor-based morphometry \cite{8} analyzes local linear approximations (the deformation tensors) of the deformation field. Alternate methods such as deformation-based morphometry \cite{1} and pattern-based morphometry \cite{3} use different aspects of the deformation field.

While quantification of shape differences by analysis of the deformation field is a plausible approach, it suffers from a number of disadvantages. The results of these methods depend to a large extent on the image registration method used. Only regions where registration works well – typically subcortical structures – tend to show high statistical power \cite{8}. Using the deformation field as a shape

⋆ This work was supported by NIH grants P41 EB015922 and R01 NS074980.
descriptor often magnifies the effects of registration errors. In addition, it is not clear if the shape details are indeed encoded in the deformation tensor as this tensor is a local linear approximation of the deformation field. This is especially the case for large shape differences that require large deformations. Also, there is no ground truth deformation for the purpose of aligning one brain to another; in other words, registration may provide only one of multiple equally accurate deformation fields from one brain image to another. Finally, the deformation field does not define a shape space on the cortex in the sense that sulcal and gyral shapes are not directly encoded in the deformation field.

Recent approaches for brain shape analysis are based on spectral geometry, in which the shape of a manifold is characterized by the eigenspectrum of a differential operator defined on the manifold. An invariant representation of a 2D surface can be generated using the Global Point Signature (GPS) representation, which is based on the eigensystem of the isotropic Laplace-Beltrami operator defined on that surface [13,14]. Methods using GPS are not directly applicable to cortical shape analysis because the isotropic Laplace-Beltrami operator only captures the intrinsic geometry of the surface. The majority of the curvature information of the cortex is in the mean curvature, as seen in figure 1, which is extrinsic to the surface. 3D shape descriptors such as spherical harmonics [7] are not convenient for cortical shape analysis since such descriptors require an impractically large number of basis functions and do not efficiently encode shape information related to elastic deformations of shapes. This paper presents an approach for shape analysis of 2D surface patches using an anisotropic version of the Laplace-Beltrami operator as described in the next section.

2 Materials and Methods

2.1 AGPS Shape Representation

We assume as input an anatomically labeled cortical surface representation such as obtained by BrainSuite [15,6]. Motivated by spectral theory [14,13,5], we model a surface \( S \) representing a cortical region as an inhomogeneous vibrating membrane. Its harmonic behavior is thus governed by the 2D anisotropic
Helmholtz equation where the mean curvature \( \kappa(s) \) is used to introduce anisotropy:

\[
\begin{cases}
\nabla \cdot (\kappa(s) \nabla \Phi(s)) = \lambda \Phi(s) \\
\frac{\partial \Phi(s)}{\partial n} |_{\partial S} = 0
\end{cases}
\]

where \( \nabla \) denotes a gradient operator defined in the geometry of the surface, \( \Phi(s) \) represents an eigenfunction with eigenvalue \( \lambda \), \( \partial S \) is the boundary of the surface patch and \( n \) is the normal to the surface. We use the eigenfunctions and eigenvalues to define the Anisotropic Global Point Signature (AGPS) embedding of the surface \( S \) in the spectral domain by the map:

\[
\text{AGPS}(s) = \left( \frac{1}{\sqrt{\lambda_1}} \Phi_1(s), \frac{1}{\sqrt{\lambda_2}} \Phi_2(s), \frac{1}{\sqrt{\lambda_3}} \Phi_3(s), \ldots \right), \; p \in S
\]

where \( \Phi_1, \Phi_2, \ldots \) are eigenfunctions with corresponding eigenvalues \( \lambda_1, \lambda_2, \ldots \) arranged in ascending order. Thus, each point of the manifold is embedded into an infinite-dimensional space. The importance of modeling anisotropy in the representation is illustrated in figure 2. A developable transformation (bending) applied to an elliptical surface does not affect the intrinsic geometry of the surface and therefore the Gaussian curvature remains unchanged. However, the extrinsic geometry is altered by this transformation resulting in changes in mean curvature. It can be seen that the bending does not change the isotropic Laplace-Beltrami eigenspectrum and therefore the shape change is not detected by GPS. However, the anisotropy introduced via the mean curvature allows the AGPS to successfully capture the change in the shape.
The AGPS embedding presented in equation (2) has many favorable properties. First, its coordinates are isometry invariant as they depend only on the derivatives and curvature, which in turn are dependent only on the shape. Second, scaling the manifold by a factor \( \alpha \) results only in scaling mean curvature by \( 1/\alpha \). Therefore, we can obtain scale-invariance if desired by normalizing the eigenvalues; however, for the specific application of cortical shape representation, we do not want scale-invariance. Third, changes of the manifold’s shape result in continuous changes in the spectrum so the representation is stable. Fourth, in the embedding space, the inner product is given by the anisotropic Green’s function due to the identity \( G(s_1, s_2) = \sum_k \frac{\Phi_k(s_1)\Phi_k(s_2)}{\lambda_k}, \ s_1, s_2 \in S \) [13]. As a result, the AGPS representation encodes anisotropic diffusion distances [9] on the surface. In addition, both local and global shape information is represented in the embedding. Finally, in this infinite-dimensional shape space, the metric is Euclidean, allowing standard \( \ell^2 \) space analysis.

This invariant spectral geometric representation of surfaces has interesting physical interpretations. The surfaces can be modeled as vibrating membranes and the vibrations are damped proportionally to the mean curvature at each point. The anisotropic Laplace-Beltrami eigenspectrum corresponds to the modes of vibrations of this membrane (Fig. 2 (bottom)). Thus the AGPS representation encodes information about the modes of vibration of membranes (surface patches) as the basis for shape modeling. The AGPS shape representation intuitively encodes curvature characteristic at and around the points on the manifold. Perturbations at a point in a shape lead to local changes in curvature around that point which are captured in higher-order AGPS coordinates. On the other hand global shape changes lead to curvature changes everywhere in the shape which are captured by lower-order AGPS coordinates. Due to this association between AGPS coordinates and the spatial extent of shape changes, AGPS-based comparisons provide a natural description of changes in shape at different scales.

2.2 Numerical Implementation

To solve equation (1) we first compute the anisotropy term represented by mean curvature using the method described in [10]. Next, we use a finite element method (FEM) to discretize the anisotropic Helmholtz equation (1). We discretize the derivative operators using FEM directly in the geometry of the surface mesh, and therefore we do not need to explicitly compute the Riemannian metric coefficients as is often done if the surfaces are mapped to a plane or sphere [17]. We choose linear FEMs for functions and Galerkin’s formulation [16] for robustness to tessellation errors. Let \( \Phi(s) = \sum \phi_i e_i(s) \) be an eigenfunction and \( N(s) = \sum \eta_i e_i(s) \) be a ‘test function’, each represented as weighted sums of linear elements \( e_i(s) \). The eigenvalue problem from equation (1) then becomes:
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Fig. 3. An AGPS example: (a) automatically generated parcellations of a cortical surface; (b) first five color-coded AGPS coordinates of the left superior-frontal gyrus.

\[(\nabla \cdot \kappa(s) \nabla) \Phi(s) = \lambda \Phi(s)\]

\[\Rightarrow \int_S (\nabla \cdot \kappa(s) \nabla \Phi(s)) N(s) ds = \lambda \int_S \Phi(s) N(s) ds\]

\[\Rightarrow - \int_S \kappa(s) \nabla \Phi(s) \nabla \eta N(s) ds = \lambda \int_S \Phi(s) N(s) ds\]

where the latter follows using integration by parts and Neumann boundary conditions in equation (1). Substituting the FEM into this equation, we get:

\[- \sum_i \sum_j \phi_i \eta_j \kappa_{ij} \int \nabla e_i(s) \nabla e_j(s) ds = \lambda \sum_i \sum_j \phi_i \eta_j \int e_i(s) e_j(s) ds\]

\[\Rightarrow KS\Phi = -\lambda M\Phi\]

where \(\kappa_{ij} = \frac{\kappa_i + \kappa_j}{2}\) is the average of curvatures calculated at points \(i\) and \(j\), \(K\) is a matrix with \(i^{th}\) row and \(j^{th}\) column given by \(\kappa_{ij}\), and \(\Phi\) is a column vector with \(i^{th}\) entry given by \(\phi_i\). For a triangulated surface mesh with linear elements, the element-wise matrix is given by \(M_{el} = \frac{A_{el}}{12} \begin{bmatrix} 2 & 1 & 1 \\ 1 & 2 & 1 \\ 1 & 1 & 2 \end{bmatrix}\) and the element-wise stiffness matrix is given by \(S_{el} = D_x D_x + D_y D_y\) where \(D_x\) and \(D_y\) are discretizations of derivatives in the \(x\) and \(y\) directions, respectively. The mass and stiffness matrices \(M\) and \(S\) are obtained from the corresponding element-wise matrices \(M_{el}\) and \(S_{el}\) respectively by finite element matrix assembly procedures as described in [16]. The matrix equation (3) is a generalized eigenvalue problem that can be solved using standard methods such as the QZ method in the Matlab function \texttt{eigs}. For this analysis, we chose to approximate the infinite-dimensional AGPS by its first seven coordinates based on the spread of the eigenvalue spectrum. One example of the computed AGPS coordinates for the surface patch representing the left superior frontal gyrus is shown in figure 3.

2.3 Brain Shape Analysis using AGPS

In order to illustrate the potential of the proposed representation for cortical shape analysis, we apply AGPS for two group studies of \(N = 24\) subjects: (1)
Fig. 4. Left-to-right hemisphere average shape difference, based on gyral AGPS. The color-coded overlay shows the degree of symmetry (blue) and asymmetry (red).

asymmetry analysis and (2) variability analysis. For this purpose, we generated the AGPS coordinates for each vertex using the method described in the previous section. While it is possible to get a full description of shape change at different scales by analyzing coordinate-wise AGPS differences, we summarize the shape difference with $\ell^2$-norm since the shape space admits an Euclidean metric.

To map symmetry between the left and right hemispheres of subjects, we first define $\text{AGPS}_L$ and $\text{AGPS}_R$ as the AGPS representations of left and right cortical hemispheres of a subject and transfer them to the common atlas space for comparison. We register the atlas’s right hemisphere $R$ to the atlas’s left hemisphere $L$ forming a correspondence denoted by $\Psi : R \to L$. With this correspondence, we can then compute mean AGPS distance between hemispheres at each vertex $s$ in the atlas’s right hemisphere by $D(s) = \| \text{AGPS}_L(\Psi(s)) - \text{AGPS}_R(s) \|_2$. To find group asymmetry, we average $D(s)$ over all the subjects.

Shape variability on the cortex can be found by estimating the population variance of the AGPS coordinates. We compute the AGPS coordinates for each subject in the native space and then transfer these coordinates to the standard atlas space. We then estimate the population variance at each vertex $s$ in the atlas space by $\sigma^2(s) = \frac{1}{N} \sum_{n=1}^{N} \left( \text{AGPS}_n(s) - \frac{1}{N} \sum_{m=1}^{N} \text{AGPS}_m(s) \right)^2$. Note that we use the correspondence established using surface registration for comparing the shapes in the atlas domain, but we do not use the deformation field as a shape descriptor due to the reasons discussed in section 1.

3 Results

3.1 Asymmetry across hemispheres

After parcellation, the left and right hemispheres of a subject’s brain contain homologous regions that may differ in shape. This hemispheric brain asymmetry is possibly related to functional lateralization due to evolutionary, hereditary and developmental factors [18]. In order to map cortical asymmetry, we use the procedure described in section 2.3 with results shown in figure 4. The most asymmetric regions are in the inferior sector of the pre- and post-central gyrus, the mid portion of the middle temporal gyrus and posterior portion of the inferior temporal gyrus, and, to a lesser extent in the mesial sector of the superior frontal
gyrus. One slightly surprising result is that there is minimal asymmetry at the end of the Sylvian fissure and needs further investigation.

3.2 Variability in Shapes

In addition to analyzing shape variability between cortical hemispheres across the subject population, we can analyze the variability in cortical shape over a population. In figure 5 on the left (lateral aspect of the hemisphere) we see high variability in the posterior sector of the middle and inferior temporal gyri and the inferior parietal lobule hugging the posterior end of the Sylvian fissure, as well as in the frontal operculum; on the right (mesial aspect of the hemisphere) the areas of maximal variability are found in the pre-cuneus, the anterior sector of the cingulate gyrus and in the anterior sector of the parahippocampal gyrus (site of the maximal variance). Most of these regions are in the association cortex.

4 Discussion and Conclusion

This paper presents a new invariant shape representation, AGPS, that captures differences in surface shapes due to developable transformations, a critical class of transformations in the analysis of cortical folds. The shape space generated by this representation is $\ell^2$, readily allowing the use of existing standard statistical techniques for shape analysis. We illustrated the benefits of AGPS in quantifying shape differences across hemispheres and shape variation across subjects.

The question of whether a surface is unique (within an isometry) given its AGPS coordinates is related to the existence of Bonnet surfaces, i.e. surfaces that are not completely defined by their metric and mean curvature [2]. However, it is unlikely that cortical surfaces would suffer from such an ambiguity. Another possible ambiguity is in the order of eigenfunctions of the anisotropic Laplace-Beltrami operator in cases where there are repeated eigenvalues, which can occur if there are certain symmetries in the shape. An algorithm for resolving this ambiguity can be found in [4]. For the purpose of brain shape analysis, we did not encounter any ambiguity possibly due to shapes not having axes of symmetry.

Many aspects of the preprocessing can affect the AGPS representations of cortical regions, thus introducing sources of error in cortical shape analysis.
More specifically, it is unclear whether different parcellation schemes can result in different shape analysis results. We note that recent registration and labeling methods can parcellate the brain with accuracy approaching manual labeling [11]. In the future, we plan to explore the effect of parcellation decisions on cortical shape analysis using AGPS.

The presented AGPS representation and analysis methods can be applied for applications other than cortical shape analysis. AGPS representations can help in various computer vision applications requiring shape analysis where the intrinsic geometry does not fully capture the shape. In addition, this representation can also be extended to 3 or more dimensions using approaches presented in this paper for 2D surfaces and in previous work for 1D curves [5].
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