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Abstract

Noninvasive cardiac electrophysiological (EP) imaging aims to mathematically reconstruct the spatiotemporal dynamics of cardiac sources from body-surface electrocardiographic (ECG) data. This ill-posed problem is often regularized by a fixed constraining model. However, a fixed-model approach enforces the source distribution to follow a pre-assumed structure that does not always match the varying spatiotemporal distribution of actual sources. To understand the model-data relation and examine the impact of prior models, we present a multiple-model approach for volumetric cardiac EP imaging where multiple prior models are included and automatically picked by the available ECG data. Multiple models are incorporated as an $L_p$-norm prior for sources, where $p$ is an unknown hyperparameter with a prior uniform distribution. To examine how different combinations of models may be favored by different measurement data, the posterior distribution of cardiac sources and hyperparameter $p$ is calculated using a Markov Chain Monte Carlo (MCMC) technique. The importance of multiple-model prior was assessed in two sets of synthetic and real-data experiments, compared to fixed-model priors (using Laplace and Gaussian priors). The results showed that the posterior combination of models (the posterior distribution of $p$) as determined by the ECG data differed substantially when reconstructing sources with different sizes and structures. While the use of fixed models is best suited in situations where the prior assumption fits the actual source structures, the use of an automatically adaptive set of models may have the ability to better address model-data mismatch and to provide consistent performance in reconstructing sources with different properties.

Keywords

Transmural electrophysiological imaging; $L_p$-norm regularization; multiple-model prior; Bayesian inference
I. Introduction

ADVANCES in medical imaging technologies and image processing techniques have substantially improved our ability in assessing the structure [1], kinematics (such as the deformation) [2], and mechanics (such as the strain distribution) [3] of the heart. Nevertheless, the heart is an electromechanically coupled organ, i.e., a coordinated electrical propagation throughout the heart muscle is required for an efficient contraction of the heart. Compared to advances in imaging cardiac structures and mechanics, there is a considerable inadequacy in our ability to observe the electrical activity of the heart. Current clinical approaches to assess individual cardiac electrophysiology is mainly restricted to either remote body-surface electrocardiograms (ECG), or invasive catheter mapping on the heart surface with limited spatial resolution.

To address the limitations of current clinical techniques, computational cardiac EP imaging has emerged to computationally reconstruct subject-specific cardiac source dynamics from noninvasive ECG or magnetocardiography (MCG) data. It has shown promise in the diagnosis of cardiac dysfunctions such as ischemia [4], infarction [5], atrial flutter [6], atrial fibrillation [7], and ventricular arrhythmias [8], [9]. In general, EP imaging solves an inverse problem that is both underdetermined and physically ill-posed [10]. The former is caused by the limited number of ECG/MCG measurements compared to the large degree of freedom in the unknowns of the heart. The latter is due to the underlying biophysics that, in a quasi-static electromagnetic field, different configurations of 3D sources may produce the same surface potential distributions [11]. Therefore, if the solution is sought transmurally, this inverse problem lacks a unique solution in its most unconstrained form. Proper assumptions of the solutions must be made in order to obtain a unique transmural solution.

Over the past three decades, many cardiac EP imaging approaches have been developed with a focus on finding proper prior models to overcome the ill-posedness of the problem. First, different equivalent source models are used as an implicit constraint on the solution. These models can be in general classified into two groups: 1) surface-based source models in forms of electrical potential on the epicardium and/or endocardium [12], [13], [6], [14], or activation time on the ventricular surface [15], [16], [17]; and 2) volumetric source models in forms of action potential [18], [19], [20], [21], [22], [23], or current density/activation front [24] throughout the myocardial wall. The surface-based source models implicitly overcome the lack of physically-unique solutions by constraining the solution to the heart surface, while the transmural source models rely on further assumptions to overcome this physical ill-posedness. Second, assumptions on different properties of the equivalent source models have been used, in either deterministic or probabilistic frameworks, to further regularize the ill-posed inverse problem. In a deterministic setting, spatial and/or temporal smoothness of the source models have been commonly enforced through different numerical techniques such as Tikhonov regularization (zero-order, first-order, and second-order) [25], [22] and truncated SVD [26], [27], [24]. Recently, \( L1 \)-norm based sparsity models have also been used to enforce low-dimensional features of the solutions in space [28], [29], [30], [31], [18]. In a probabilistic setting, similarly, Gaussian prior density distributions have been used to enforce the smoothness of the epicardial source distribution [32], [33], [34], [35], [36].
[36], [37], [38], while total-variation prior has been recently adopted to preserve the structural sparsity of transmural source distribution [39]. In addition, physiological prior knowledge generated from computational models of 3D electrical excitation has also been used to constrain transmural EP imaging [21], [23].

While these pre-defined models are beneficial for circumventing the ill-posedness of the problem, they also rely on fixed assumptions that may not generalize to the varying spatiotemporal property of EP excitation being measured. Cardiac sources undergo a complex spatiotemporal process in each cardiac cycle. Initially, cardiac sources are only present in a few sparsely distributed focal points. Because of the fast depolarization properties of action potential [40], active cardiac sources then form an excitation wavefront during the depolarization phase that resembles a sharp gradient separating excited myocardium cells from resting cells. This is followed by a repolarization wavefront that is more extended compared to the excitation wavefront due to relatively slower repolarization properties of action potential [40]. Therefore, a sparsity model is intuitively ideal when the sources exhibit compact spatial properties, while a smoothness-based model may better suit extended distributions of cardiac sources. Furthermore, in a pathologic heart with increased heterogeneity in tissue properties, the sparsity or smoothness of sources becomes more difficult to predict a priori. Therefore, a fixed model has its limitations when used for constraining the complex spatiotemporal property of cardiac electrical sources; instead, the model may need to adapt to the spatiotemporal changes in cardiac sources in various conditions. Our previous work empirically examined this effect of fixed-model regularization using an $L^p$-norm constraint where the value of $p$ is predefined. Our earlier experiments demonstrated that, when different source distributions are involved, different values of $p$ (i.e., different prior models) are needed for satisfactory reconstruction accuracy [41].

To systematically investigate how a prior model may impact EP imaging solutions and whether allowing the measurement data to pick a favorable set of models may reduce this impact, in this paper we present a multiple-model approach to volumetric cardiac EP imaging. In specific, we present a hierarchical Bayesian approach that employs a continuous combination of prior models, each reflecting a specific spatial property for transmural sources. These models are incorporated as an $L^p$-norm prior ($p$ value ranging between 1 and 2) for cardiac sources, and the hierarchical structure includes $p$ as an unknown hyperparameter with a prior uniform distribution: in this way, a continuous set of models is included and distributed according to the posterior distribution of $p$. The posterior distribution of cardiac sources and hyperparameter $p$ is calculated using a Markov Chain Monte Carlo (MCMC) technique. The posterior distribution of $p$ describes how the 3D source estimation relies on different prior models, providing an quantitative illustration of how different combinations of prior models may be preferred by different measurement data. In addition, the hierarchical Bayesian structure allows us to automatically infer other hyperparameters from the ECG data, including the variance of the measurement noise and the source prior. This alleviates the challenge of finding optimal parameters that often arises in deterministic regularization [29], [30], [42].
The presented method is conceptually similar to the multiple-constraint method proposed by Brooks et al. in [42]. Brooks et al. method adopts a pre-defined finite set of models (constraints) with different order of $L_2$-norm in a deterministic regularization scheme for imaging equivalent source distribution on the heart surface [42]. The proposed multiple-model Bayesian approach can be considered as a generalization of Brooks et al. method in two different aspects. First, it includes both $L_1$-norm and $L_2$-norm equivalent priors in the regularization. Second, it incorporates a continuous rather than discrete set of prior models through the use of hyperparameter $p$, and the model combination is automated in a Bayesian framework. The presented approach, in essence, can also be interpreted as the multiple model adaptive estimation (MMAE) that is commonly used for motion analysis and target tracking [43], [44], [45]. Like MMAE, a set of models are considered, where the weighted combination of all solutions determines the final solution. Nevertheless, there are two main differences that distinguish our work from MMAE. First, our approach considers a continuous distribution of models rather than a finite set of models. Therefore, there is no need to pre-define a finite number of models to sufficiently cover the model space. Second, MMAE is often used with a minimum mean square error estimator, such as Kalman filter, to provide a point estimation of the output, while we are interested in a full Bayesian analysis of the output distribution.

In two sets of synthetic and real-data experiments, the proposed multiple-model approach was applied to reconstruct 3D source distributions with different structures and sizes. To investigate the effect of fixing the prior model, solutions were also obtained by respectively pre-defining the value of $p$ in the $L_p$-norm to 1 and 2 in the proposed method. The results showed that the posterior combination of models (the posterior distribution of $p$), as determined by the ECG data, differs substantially among different experimental settings. Furthermore, high variance and complex distributions of $p$ could be observed when complex pathological conditions were involved. This underscores that: 1) it is important to adapt prior models to different underlying source structures; and 2) it may be preferable to utilize a combination of models rather than one single model for a better match with complex source properties. The use of an adaptable set of models, as demonstrated by the experiments, improved the robustness of imaging sources with different properties in comparison to fixed-model approaches.

While targeted at the application of noninvasive EP imaging in this paper, the underlying concept of the presented work can be generalized to a broader variety of inverse problems that face the challenge of model-data mismatch.

II. Methodology

A. Forward Measurement Model

Cardiac EP imaging essentially aims to reconstruct cardiac bioelectrical sources from measurements of the bioelectrical field in the torso volume conductor, in particular on the body surface. The *quasi-static* electromagnetism [11] explains the relation between the field measurements within the torso volume and cardiac bioelectrical sources as:
where \( \mathbf{r} \) stands for the 3D spatial coordinate.

Equation (1) describes a bidomain heart model [46] explaining how the extracellular potential \( \phi_e \) within the heart volume \( \Omega_h \) originates from the action potential \( u \). \( \mathbf{D}_{\text{int}} \) and \( \mathbf{D}_{\text{ext}} \) are the effective intracellular and extracellular conductivity tensors. Summation of the intracellular and extracellular conductivity tensors, \( \mathbf{D}_k = \mathbf{D}_{\text{int}} + \mathbf{D}_{\text{ext}} \), is termed as the bulk conductivity tensor. Equation (2) describes how the potential \( \phi_i \) distributes within the volume conductor \( \Omega_i \) external to the heart with conductivity tensor \( \mathbf{D}_i \), assuming that no other active electrical source exists within the torso. The construction of a numerical forward model often involves several different assumptions based on equations (1) and (2), as described below.

The adoption of different source models plays a first role in different treatments of equations (1) and (2). When surface-based equivalent source model are used, the forward model is formulated on the domain between the heart surface and body surface by considering only the Laplace’s equation (2). The source models are then commonly defined in forms of electrical potential on the epicardium and/or endocardium [12], [13], [6], [14], or activation time on the ventricular surface [15], [16], [17]. When volumetric source models are used, both the Poisson’s equation (1) and Laplace’s equation (2) are considered. The corresponding source models are commonly in forms of action potential [18], [19], [20], [21], [22], [23], or current density/activation front [24]. In this paper, the equivalent source model we seek is the spatial gradient of action potential (\( \nabla u \)), which is briefly referred to as source \( (\nabla u) \) throughout the paper.

Within the torso volume (2), a multitude of studies has been reported that examined how assumptions on tissue conductivities affect the forward modeling [47], [48]. Based on these findings, common practice currently ranges from homogeneous torso models [49], [50], [28] to the inclusion of different levels of inhomogeneity [51], [52], [53], [54]. In this paper, homogeneous torso conductivity is assumed to convert the tensor \( \mathbf{D}_i \) to a scalar \( \sigma_t \) [47]. Torso conductivity value \( \sigma_t \) is assumed to be 0.2 S/m [55].

Within the myocardium (1), common assumptions on the conductivity tensors include anisotropy in both bulk and intracellular conductivities [55], isotropy in both [56], [57], and anisotropy in intracellular conductivity but isotropy in bulk conductivity [58], [59]. Since the anisotropic ratio of \( \mathbf{D}_k \) is a magnitude smaller than that of \( \mathbf{D}_{\text{int}} \) [58], in this paper we follow the third assumption to only retain the intracellular anisotropy and assume isotropic bulk conductivity, which converts the tensor \( \mathbf{D}_k \) to a scalar \( \sigma_{\text{blk}} \). This is similar to an oblique dipole layer model, where the anisotropy of primary current is considered whereas that of passive/secondary current is neglected [58]. Intracellular conductivity tensor \( \mathbf{D}_{\text{int}} \) is obtained by mapping a 3D experimentally-derived mathematical fiber model to the personalized ventricular geometry of the subject [60], [61]. Its conductivity is assumed to be 0.24 S/m in
longitudinal direction and 0.024 S/m in transversal direction [55]. Isotropic bulk conductivity \( \sigma_{blk} \) is calculated as an intermediate value between longitudinal and transversal conductivities (0.48 S/m and 0.12 S/m, respectively) [55].

Based on these assumptions, the forward relationship between cardiac source \( v \) (the spatial gradient of action potential) and body-surface potential data \( \phi \) can be described as:

\[
\sigma_{blk} \nabla^2 \phi_v (r) = \nabla \cdot \left( -D_{int} v (r) \right), \ \forall r \in \Omega_h, \tag{3}
\]

\[
\sigma_{i} \nabla^2 \phi (r) = 0, \ \forall r \in \Omega_{i,h}. \tag{4}
\]

These equations are solved numerically on a subject-specific heart-torso model by coupling mesh-free and boundary element methods, as detailed in our previous work [21], [62]. This gives us a linear biophysical model:

\[
b = Hv + n, \tag{5}
\]

where \( b \) represents the \( m \times 1 \) body-surface measurement vector at one time instant, \( v \) is \( n \times 1 \) cardiac sources, \( H \) denotes \( m \times n \) transfer matrix, and \( n \) is \( m \times 1 \) measurement noise.

### B. Bayesian Inference

Bayesian inference refers to the general procedure of constructing a probability distribution for unknown parameters from given measurements, assuming both unknown parameters and known measurements to be random variables [63], [64].

Starting from the Bayes’ rule of probability, the joint probability distribution of unknown parameters and given measurements, \( P(x,y) \), is represented as:

\[
P(x,y) = P(x|y) P(y), \tag{6}
\]

where \( x \) is the unknown parameters of interest and \( y \) is the given measurements. \( P(x|y) \) is the conditional probability distribution of \( x \) given \( y \), \( P(y) \) is the marginalized probability distribution of \( y \): \( P(y) = \int P(x,y) dx \).

Therefore, the posterior probability of \( x \) given \( y \) is constructed as:

\[
P(x|y) = \frac{P(x,y)}{P(y)} = \frac{P(y|x) P(x)}{P(y)}. \tag{7}
\]

Since probability \( P(y) \) is independent of \( x \), it is considered as a normalizing constant that can be omitted:

\[
P(x|y) \propto P(y|x) P(x). \tag{8}
\]
Different techniques can be used to analyze this posterior distribution. For example, the mode of the posterior distribution can be obtained through a maximum a posteriori (MAP) estimator, providing a point estimate that maximizes the posterior probability. Alternatively, if the full posterior distribution is of interest but not analytically tractable, it can be characterized by simulation-based methods such as Markov Chain Monte Carlo (MCMC) or approximation methods such as Variational Bayes (VB) [63], [64].

In this paper, we focus on characterizing the full posterior distribution because we are interested in the posterior distribution of $p$ to analyze different combinations of final models as determined by the ECG data.

**C. Hierarchical Multiple-Model Bayesian Inference**

From a Bayesian perspective, assuming the source $v$ and the measurement data $b$ as random variables, the posterior probability of the unknown cardiac source $P(v \mid b)$, according to the Bayes’ theory, is related to the prior distribution of the sources $P(v)$ and the likelihood distribution of measurement data given sources $P(b \mid v)$:

$$P(v \mid b) \propto P(b \mid v) P(v).$$

1) **Multiple-Model Prior Term**—Fixed-model approaches of EP imaging consider a specific prior distribution for the source $v$. For example, considering Gaussian distribution for the sources imposes smoothness on the solution, while assuming Laplace prior distribution for the sources induces sparsity on the solution.

Here, we consider an $L_p$-norm prior for statistically independent sources $v$, $||v||_p = (\sum_i (\nu_i)^p)^{1/p}$, represented using a zero-mean generalized Gaussian distribution:

$$P(v \mid p, \delta) = \frac{\Gamma(1/p)^{1/2}}{\sqrt{2\pi}\Gamma(3/p)^{1/2}} \exp\left(-c(p) \sum_i \frac{\nu_i^p}{\delta} \right),$$

where $n$ denotes the number of sources and $p$ represents the order of the $L_p$-norm prior. Fixing the $p$ value to 1 or 2 converts the source prior distribution (10) to a Laplace distribution or Gaussian distribution, respectively. To incorporate a continuous combination of multiple models, we let $p$ be an unknown random variable (hyperparameter). To give no prior preference over the value of $p$, we assume it to follow a uniform distribution between 1 and 2:

$$P(p) = \left\{ \begin{array}{ll} 1 & p \in [1, 2] \\ 0, \text{otherwise} & \end{array} \right.,$$
Parameter $\delta^2$ denotes the variance (inverse of precision) of the source prior, assumed to be equal for all sources. It plays a similar role to the regularization parameter in a deterministic setting, controlling the contribution of the source prior to the regularization. To avoid the challenge of finding an optimal value for $\delta$ through empirical studies, we also assume it to be an unknown hyperparameter with a uniform distribution.

2) Data Likelihood Term—Assuming the measurement noise in equation (5) to follow a zero-mean normal distribution and measurements $b$ to be statistically independent (in space), the likelihood term follows a Gaussian distribution as:

$$P(b | v, \eta) = \frac{1}{\sqrt{(2\pi)^m \eta^m}} \exp\left( -\frac{1}{2\eta^2} (b - Hv)^T (b - Hv) \right), \quad (12)$$

where $m$ denotes the number of body-surface measurements and $\eta^2$ represents the noise variance, assumed to be equal for all measurements. The noise variance $\eta^2$ controls the contribution of the data-fitting term to the regularization. It is also considered to be an unknown hyperparameter with a uniform distribution.

Substituting the likelihood and prior terms in equation (9), the joint posterior distribution (9) can be rewritten as:

$$P(v, \Theta | b) \propto P(b | v, \eta) P(\eta) P(v | p, \delta) P(p) P(\delta), \quad (13)$$

where $\Theta = \{\delta, p, \eta\}$ denotes a vector of size 3 including the three hyperparameters.

3) Sampling the Posterior using MCMC—A full Bayesian analysis of this problem is obtained by sampling the joint posterior distribution (13) using a MCMC technique called slice sampling [65]. Slice sampling generates samples of a random variable by uniformly sampling from under the curve of its density function. Unlike Gibbs sampling [66] that requires conditional distributions of unknown random variables, or Metropolis-Hastings scheme [64] that requires an accurate selection of the proposal distribution for an efficient random walk, slice sampling enables us to directly sample the joint posterior distribution with minimum tuning required.

Slice sampling for a one-dimensional random variable $z$ with probability density function proportional to $f(z)$ can be summarized into 4 steps according to [65]:

(a) Take an initial sample $z_0$.

(b) Draw a real value $g$ uniformly from interval $[0, f(z_0)]$, defining a horizontal slice $S = \{z : g < f(z)\}$.

(c) Find an interval $I = (L, R)$ around $z_0$ that contains all or most of the slice $S$. using stepping-out and shrinkage procedures, an interval of width $w$ is randomly positioned around $z_0$, and then expanded in steps of size $w$ until both ends are outside the slice. These two ends determine interval $I$.

(d) Draw a new sample $z_1$ uniformly from the interval $I$, such that it belongs to the slice $S$. If it does not belong to slice $S$, use it to shrink the interval $I$ and repeat.
step (d). If it belongs to slice $S$, accept it as a new sample and start over from step (b) using the new sample $z_1$.

Different approaches can be utilized to select two ends of the interval $I$ in step (c). Here, we use the stepping-out and shrinkage procedures, as illustrated in Fig. 1. For details of other interval selection methods refer to [65]. A multivariate distribution can be sampled by repeated use of univariate slice sampling to sample each variable in turn. To determine whether the samples are representative of the source distribution (convergence), several chains with different starting points are generated. Convergence then is identified when the chains are no longer differentiable in variance. In addition, early iterations are discarded to avoid the influence of starting points.

4) Posterior Distribution of Sources—Given samples from the joint posterior distribution (13), the posterior distribution of sources $P(v|b)$ is calculated as an integral over hyperparameters $\Theta$:

$$P(v|b) = P(v, \Theta|b) \ d\Theta. \quad (14)$$

In implementation, this integration (14) can be converted to a summation over sampled hyperparameters as:

$$P(v|b) = \sum_{p} \sum_{\eta} \sum_{\delta} P(v, p, \eta, \delta|b). \quad (15)$$

As shown in equation (15), a combination of multiple models contributes to the final posterior distribution of cardiac sources $P(v|b)$, where each model is weighted/modulated by the posterior probability of its occurrence (posterior distribution of $p$) as determined by the data. For the purpose of evaluating the accuracy of the source reconstruction, posterior mean is calculated from $P(v|b)$ as:

$$E[P(v|b)] = \sum_{j=1}^{k} v_j P(v_j|b),$$

where $k$ is the number of samples.

III. Experiments and Results

Synthetic and real-data experiments were conducted to understand model-data dependency, using the proposed multiple-model approach in comparison to fixed-model approaches. Both approaches were implemented within the same Bayesian framework described in section II: for the former, $p$ was treated as a hyperparameter as detailed earlier; for the latter, the value of $p$ was fixed at 1 and 2 to represent, respectively, a Laplace (sparsity) and Gaussian (smoothness) density prior. For all experiments, slice sampling was executed with 3 chains, each with a different initial value and 20000 samples. Hyperparameter $p$ was initialized to a uniformly selected value between 1 and 2. Similarly, the initial value for source variance was selected from the interval [0, 3], where the bounds were defined large enough to cover all possible values for the source variance. Likewise, the initial value of noise variance was uniformly picked from the interval [0.1, 10e−5] to cover different noise levels. The first 3000 samples of each chain were dropped from the sampling results to remove the impact of
initial values. From the samples that represent the posterior distribution of interest (equation (13)), we focus on: 1) analysis of the posterior distribution of $p$ as a description of the distribution of prior models preferred by the data; and 2) evaluation of the accuracy of source estimation in comparison to fixed-model approaches using the posterior mean of cardiac sources.

A. Synthetic Experiments

To test the impact of the prior model on the accuracy of source construction, we conducted three different sets of synthetic experiments on image-derived human heart-torso models. The torso surface was represented by 370 nodes [67]. The heart volumes were represented by evenly-distributed mesh-free nodes with resolution ranging between 4mm to 7mm. The accuracy of 3D source reconstruction was measured in terms of correlation coefficient (CC) between true sources and the posterior mean of estimated sources, defined as:

$$CC = \frac{v_e - \bar{v}_e}{\|v_e - \bar{v}_e\|} \frac{v_s - \bar{v}_s}{\|v_s - \bar{v}_s\|},$$

where $v_e$ and $v_s$ are true sources and the posterior mean of estimated sources, respectively. $\|\|$ represents the magnitude of a vector and $\bar{\cdot}$ denotes the mean of a vector.

In the following experiments, to distinguish from the notation of $p$ in the $L_p$-norm, we use notation $P$-values for the significant test in all statistical studies.

1) Imaging Cardiac Sources with Various Sizes—In this set of experiments, we investigated the effect of prior models in reconstructing cardiac sources with different sizes, ranged from 5% to 40% of the ventricles. In total, 40 different settings were considered, where the region of active sources was placed at different locations in the ventricular myocardium. Cardiac sources within the active region were assigned with value 1, while the rest were assigned with value 0. It is noteworthy that these settings are not physiologically realistic. They were meant to mimic the change in sparse versus diffuse structures in cardiac sources in a simplified manner, with a focus on revealing how these changes may affect the need of different prior models. For each setting, 370-lead ECG data were simulated (located at the 370 nodes of the torso surface) and corrupted with 20 dB Gaussian noise as input to the source reconstruction.

Fig. 2 presents three examples, where the active source region was centered at the apex of the left ventricle (LV) and covered 6%, 17%, and 40% of the LV (Fig. 2a, 2b, and 2c, respectively). The use of a sparse Laplace prior was able to detect the focal source (CC= 0.69), but its performance decreased when the region of active sources expanded (CC= 0.60 and 0.40). In contrast, using a smooth Gaussian prior provided an overly-smooth solution for the focal source region (CC= 0.52), but it obtained better estimation of larger source regions (CC= 0.65 and 0.68). By using a multiple-model prior, the posterior mean was similar in accuracy to that obtained with a Laplace prior for the focal region (CC= 0.67, Fig. 2a), and it outperformed both fixed-model approaches in larger source regions with CC= 0.70 and 0.74 (Fig. 2b and 2c). Interestingly, distributions of hyperparameter $p$ for these 3 cases (Fig. 2, right) suggested that higher weights were assigned by data to the value of $p$ closer to 1 for...
the focal source. This weight distribution for $p$ shifted to higher values closer to 2 when the source region expanded.

As illustrated in Fig. 3, in these 40 different settings of source distributions, the use of multiple-model prior delivered consistent results for sources with various sizes, while the use of fixed-model priors tended to capture only specific types of source distributions. The accuracy of the multiple-model approach (CC = 0.52 ± 0.08) was significantly higher than that of the Laplace-based (CC = 0.50 ± 0.11, $P < 0.005$, paired-t test) and Gaussian-based (CC = 0.50 ± 0.11, $P < 0.005$, paired-t test) approaches.

This set of experiments demonstrated that different models were required to successfully estimate sources with different sizes. While fixed-model approaches were better suited to specific source sizes that satisfy their prior assumptions, automatically changing the distribution of $p$ (model combinations) according to the data was able to adapt to source regions with different sizes.

2) Imaging Cardiac Sources along the Infarct Border—In the second set of synthetic experiments, we examined the impact of prior models on estimating the source distribution along the infarct border during the ECG ST segment. During the ST segment of an ECG cycle, there is minimal current flow in a healthy heart. In an infarcted heart, in comparison, only the viable myocardium would exhibit coherent high action potential, while the necrotic tissue in the scar core exhibits low potential. These two regions are separated by localized active cardiac sources, as illustrated in Fig. 4. In total, we considered 116 cases of infarcts at different locations and with different border sizes ranging from 5% to 55% of the LV. In these experiments, action potential at the core of infarct regions was set to be 0, while it was set to be 1 at healthy regions. The true cardiac source distribution along the infarct border was then calculated as the spatial gradient of action potential. Finally, 370 body-surface ECG measurements (located at the 370 nodes of the torso surface) associated with each setting were simulated and corrupted with 20 dB (SNR) Gaussian noise as the input for the source reconstruction.

Fig. 5 presents two examples of the posterior mean of estimated 3D source distribution along infarct border. In the top row, infarct core was located at the middle to apical region at the anterior wall of the LV; in the bottom row, infarct was centered at the apex of the LV (Fig. 5a). As shown, the use of Laplace prior detected a few sparse patches of active sources without providing information about the center or structure of the infarct region (Fig. 5b, CC = 0.25 top row, and CC = 0.37 bottom row). The use of Gaussian prior better identified the infarct region, though its estimations were smeared such that the estimated sources extended to the infarct center (Fig. 5c, CC = 0.43 top row, and CC = 0.44 bottom row). The source distributions along the infarct were significantly better estimated using the multiple-model prior, outlining both the location and shape of the infarct (Fig. 5d, CC = 0.67 top row, and CC = 0.63 bottom row). Furthermore, as shown in the estimated posterior distribution of $p$ in Fig. 5d, the optimal ranges of $p$ differed with cases, indicating different source structures preferred different set of prior models. In the example at the top row, the $p$ distribution was centered around 1.2 and stretched equally on both sides, implying a region with small to medium size (37% of the LV). In the example at the bottom row, the value of $p$
was mainly distributed between 1 and 1.2, indicating a relatively small source region (25% of the LV).

Fig. 6 summarizes the accuracy of multiple-model versus fixed-model approaches in this set of experiments. While Laplace and Gaussian approaches were only better suited for specific types of source distributions, multiple-model approach obtained consistent results for all sources. Its overall accuracy (CC= 0.55 ± 0.09) was significantly better than that of Laplace and Gaussian approaches (CC= 0.45 ± 0.12 and CC= 0.46±0.08, respectively) based on paired student’s ± t-test (P < 0.005).

These experiments illustrated the advantage of using multiple-model prior in pathological hearts. Since the infarct border size/structure was not known a priori, fixed-model approaches ran the risk of imposing constraints that were not consistent with the underlying source structures. In contrast, multiple-model approach automatically adapted to the source structure through the weights estimated for the models (p distribution).

3) Imaging Excitation/Repolarization Wavefront—In this set of experiments, we considered source structures generated by simulation of Aliev-Panfilov model [68] describing spatiotemporal propagation of action potentials in the ventricles. Four different heart geometries were used in these experiments. These heart models were coupled with identical 370-nodes torso. For each heart model, 5 different random pacing locations were considered. For each pacing location, action potential propagation was simulated and the spatial gradient of action potential was calculated to obtain true cardiac source distribution representing excitation/repolarization wavefront. The corresponding 370-lead body-surface measurements (located at the 370 nodes of the torso surface) were simulated and corrupted with 20 dB noise. The performance of multiple-versus fixed-model approaches was evaluated in reconstructing the propagation of cardiac sources at 20 different time instants during a cardiac cycle.

Fig. 7 presents an example of excitation wavefront propagation at 4 time instants during the depolarization phase of an ECG cycle. In this example, the pacing location was at the base of the right ventricle (Fig. 7a, top row). The use of a Laplace prior produced relatively sparse solutions (Fig. 7b) that accurately detected source distribution at the very beginning of the pacing (t1, CC= 0.73). Its performance, however, decreased when the source region became larger such that only part of the active region was identified (t2: CC= 0.42, t3: CC= 0.37, and t4: CC= 0.26). Its solution also involved false source detection at two time instants (t2 and t4). Solutions with a Gaussian prior (Fig. 7c) were more consistent with the original source propagation, though it had a false-positive source region at t4 and a relatively diffuse over-estimation of the focal source at t1 (t1: CC= 0.69, t2: CC= 0.47, t3: CC= 0.41, and t4: CC= 0.35). The use of multiple-model prior obtained source estimation with the highest CC throughout different time instants and with less false-positives (Fig. 7d, t1: CC= 0.71, t2: CC= 0.59, t3: CC= 0.53, and t4: CC= 0.64).

To examine the temporal stability of the source reconstruction in more detail, Fig. 8 provides an example of the CC obtained on one case by multiple-model versus fixed-model approaches. The CC is shown at 5 consecutive time instants for each of the depolarization...
and repolarization phases. The lower standard deviation (STD) of multiple-model approach (±0.03) showed that it performed more consistently over time in comparison to fixed-model approaches (Laplace prior STD: ±0.08, and Gaussian prior STD: ±0.06). Fig. 9 summarizes the performance of the three approaches in three stages of a cardiac cycle. At early excitation phase, where sources were sparse, multiple-model approach performance compared with that of Laplace approach. In other phases of an ECG cycle, multiple-model approach outperformed both fixed-model approaches. Statistical tests confirmed that the multiple-model approach (CC= 0.53±0.05) obtained significantly higher accuracy than Laplace-based (CC= 0.44±0.07, P < 0.005, paired t-test) and Gaussian-based (CC= 0.42 ± 0.11, P < 0.005, paired t-test) approaches.

The posterior distribution of $p$ was also consistent with the size of different sources (Fig. 7d, the rightmost panel). At $t_1$, when the source region was very focal, $p$ distribution favored values close to 1. When the source region expanded, at the subsequent time instants, the $p$ distribution shifted toward 2, such that the largest source region ($t_3$) favored $p$ values very close to 2. The fact that the posterior distribution of $p$ varied with the spatiotemporal change of the propagating source again demonstrated the need to automatically adapt the prior models when imaging spatiotemporally varying cardiac sources. Furthermore, it is noteworthy that the posterior distribution of $p$ was associated with larger variance and more complex shape as the spatial structure of the cardiac sources became more complex in the second (Fig. 5) and third (Fig. 7) set of synthetic experiments, indicating the need of combining multiple models instead of identifying one single best model to constrain the imaging.

4) Relation and Comparison with Multiple-Constraint Regularization Method by Brooks et al. [42]—As mentioned earlier, the proposed multiple-model approach is conceptually similar to the multiple-constraint regularization method proposed by Brooks et al. for estimating epicardial potential distribution from body-surface measurements [42]. This deterministic approach imposes a finite set of prior models with different orders of $L_2$-norm on the spatial property of equivalent cardiac sources on the epicardium. A special case of this regularization method with zero-order and first-order Tikhonov constraints was tested in [42], formulated as:

$$
\min_v \|b - Hv\|^2 + \lambda_1 \|v\|^2 + \lambda_2 \|Rv\|^2,
$$

(17)

where $R$ is the gradient matrix, $\lambda_1$ and $\lambda_2$ are regularization parameters, and $v$ is equivalent cardiac sources on the epicardium. For more details of this method refer to [42].

Here, we implemented and compared this method with the presented multiple-model Bayesian approach for imaging volumetric cardiac sources. Regularization parameters were determined using the L-surface method, as explained in [42], as an extension of the L-curve method. We considered 17 different settings, where active sources were located at different segments of the LV, defined according to the standard AHA 17-segment model of the LV [69]. The active source segment was set to be 1, while the rest was set to be 0. For each setting, the 370-lead body-surface measurements were simulated and corrupted with 20 dB Gaussian noise for source reconstruction.
Fig. 10 shows the results obtained by the presented multiple-model Bayesian approach compared to Brooks et al. multiple-constraint regularization. While both approaches obtained similar performance trend in these 17 different settings, the presented multiple-model Bayes provided better overall source estimation (CC = 0.52 ± 0.14) compared to Brooks multiple-constraint regularization (CC = 0.49 ± 0.13, P = 0.005, paired t-test). A larger experiments set is required for a more conclusive comparison. It must also be noted that Brooks method was originally aimed to estimate epicardial potential distribution while its implementation in this work targeted estimation of volumetric sources in the myocardium.

5) Posterior Mean versus MAP Estimators—In this paper, the accuracy of the cardiac source estimation was evaluated on the posterior mean of the source distribution. This choice was made based on the assumption that the distribution of measurements and sources followed Gaussian or generalized Gaussian distributions. As a result, the posterior distribution of sources was expected to follow a generalized Gaussian distribution, which is unimodal and justifies the posterior mean as a valid point estimator for the sources. This unimodal distribution also indicates that MAP and posterior-mean estimators would provide close results. To verify, Fig. 11b lists MAP versus posterior-mean estimation of the source distribution in the second set of synthetic experiments. Examples of two source distributions obtained using slice sampling are also shown in Fig. 11a, where their unimodal distribution explained comparable results between MAP and posterior-mean estimators. A slightly lower accuracy of MAP estimator can be explained by its sensitivity to sampling errors in the solution while posterior-mean was more robust to these errors by averaging over a set of solutions.

6) Impact of Hyperparameter Initialization—In the presented Bayesian approach source variance $\delta^2$ and noise variance $\eta^2$ were assumed to be unknown hyperparameters and were estimated in addition to source distribution. These parameters affect the accuracy of Bayesian inference by controlling the relative contribution of the prior and the data-fitting terms. To verify the robustness of our approach to initial values of these parameters, we conducted synthetic experiments with different measurement noises (SNR levels ranging from 50 to 10 dB). For all experiments, $\delta$ and $\eta$ were initialized with identical values. As shown in Fig. 12, the values of CC only changed slightly when different measurement noises were involved in the input ECG data.

B. Real-Data Experiments

Real-data experiments were conducted on two different groups of post-infarction patients. As explained earlier, in an infarcted heart, cardiac source activity is expected to be seen along the border of the infarct core during the ECG ST segment.

1) Imaging Infarct Region using MRI as Reference—The first four patients underwent cardiac MRI for 3D infarct enhancement. The datasets included MR images of heart-torso geometry and 120-leads body-surface potential (BSP) recordings for each subject, made available to this study by 2007 PhysioNet / Computers in Cardiology Challenges [70]. MRI data of each subject's heart included 10 slices from base to apex with 8 mm inter-slice spacing and 1.33 mm pixel spacing. The torso surface was described by
triangular elements with 370 vertices. Patient-specific heart-torso models were constructed from MRI images of individual patients. BSP measurements were recorded by Dalhousie University standards [67] at 120 known anatomical sites and interpolated to 370 nodes of the Dalhousie torso model [71]; each BSP recording consisted of a single averaged PQRST complex sampled at 2 kHz. Gold standards of the infarct were provided in terms of the location and size of the infarct using the 17-segment division of the LV according to American Heart Association (AHA) standards (Fig. 13, Ref) [69].

As shown in Fig. 13a, the center of infarct region (black contour) in case 1 was located at mid-anteroseptal of the heart. The sparse solution from using a Laplace prior only detected part of the infarct region border. The overly-diffuse estimation from using a Gaussian prior did not reveal any information about the location or structure of the infarct region. In comparison, multiple-model approach was able to outline the distribution of sources along the infarct region (non-blue regions). Similar performance was observed in case 2, where the infarct region extended from basal inferior and inferoseptal to mid-inferior and inferoseptal region of the LV. In case 3, the infarct region was centered at mid-inferior region of the LV and extended to septal and inferior LV. Multiple-model approach outperformed those using Laplace and Gaussian priors as both of the latter included a false positive infarct region at the right ventricle (RV). Case 4 had two infarct regions centered at basal anterior and apical inferior LV. Estimation with a Laplace prior behaved similarly to the other cases. Estimation using a Gaussian prior could only detect one of the infarct regions, which was falsely extended to RV. Multiple-model approach precisely detected the infarct region located at apical inferior LV, although it only showed some source activity around basal anterior LV without providing more information about the infarct structure/size. Interestingly, as shown in Fig. 13b, in cases 1 and 2 that had relatively compact infarct regions (30%), the posterior density of $p$ exhibited a relatively compact distribution centered around 1.2. For case 3 that had a large infarct region (52%), the distribution of $p$ shifted toward higher values (~ 1.5) with a larger tail on one side. In case 4, although the infarct region was small (14%), the source distribution was expected to be more diffuse because of the presence of two separate infarct regions. Accordingly, the posterior density of $p$ was more evenly distributed from 1.4 to 1.6 with a larger variance. These results further demonstrated the capability and necessity of a multiple-model approach to automatically adjust the contribution of different models to the source structure.

For quantitative evaluation, we thresholded the solution to obtain the region bordering the infarct core. The threshold value was decided by repeated application of $k$-mean clustering, where $k$ was first set to a large value and then was decreased in order to find an appropriate number of clusters. The difference between clusters' values determined the threshold value. This approach is similar to region growing technique, where a large $k$ value in $k$-mean clustering results in a large number of small regions. By decreasing the $k$ value, the size of regions start to grow until appropriate region size is achieved. We then calculated the infarct region in terms of location (using the 17-segment model of LV) and size (ratio of infarct region volume to the total LV volume).

Table 1 compares the accuracy of infarct quantification for cases 3 and 4 with the results obtained on the same data by five other methods. In brief, Xu et al. solved the problem by
estimating the volumetric action potential using a total-variation prior [31]. Wang et al. obtained volumetric action potential using a physiological-model based maximum \textit{a posteriori} estimation [72]. Dawoud et al. reconstructed epicardial potential from body-surface measurements using Tikhonov regularization, followed by a morphology classification to calculate infarct size and location [71]. Farina et al. deterministically optimized the center and radius of a spherical infarct model inside a detailed 3D cardiac excitation model [73]. Mneimneh et al. directly analyzed the ECG without solving any inverse EP imaging problem. [74]. As shown, in both cases, the results obtained by the multiple-model approach were comparable to volumetric action potential imaging methods described in [72], [31] with less false-positives, and outperformed the other three approaches [71], [73], [74].

2) Imaging Infarct Region using Invasive Voltage Mapping as Reference—The other two patients in this study had ventricular tachycardia due to previous infarct and underwent catheter voltage mapping of the scar substrates. The datasets included CT images of heart-torso geometry as well as 120-lead BSP measurements for each subject that were acquired at the Cardiac Electrophysiology Laboratory of the QEII Health Sciences Center, Halifax, Canada [49]. Axial CT scans of these two cases included slices with 0.8–3 mm inter-slice spacing and 0.86 mm pixel spacing. The torso surface for these two cases was described by triangular elements with 120 vertices. Patient-specific heart-torso models were constructed from CT scans of individual patients. BSP measurements were recorded by Dalhousie University standards [67] at 120 known anatomical sites; each BSP recording consisted of a single averaged PQRST complex sampled at 2 kHz. For these two patients, the reference infarct data were obtained through invasive bipolar voltage recordings collected on the epicardium of the heart using the CARTO system [49]. Infarct core was identified as a region with peak-to-peak bipolar voltage \(< 0.5 mV\) and the scar border was identified as the region with voltage between 0.5 and 1.5 mV. CARTo data were registered to CT first through a rigid alignment based on visual inspection using Amira 4.1 software (Mercury Computer Systems, Chelmsford, MA), followed by coherent point drifting method for non-rigid registration [5], [75]. Infarct region was identified after thresholding as described earlier, and its quantitative accuracy was evaluated in terms of source overlap (SO) with the infarct region delineated from the CARTo voltage map. SO was defined as the ratio of intersection between estimated and reference source regions over union of estimated and reference source regions. Note that SO is half of the Dice coefficient commonly used in segmentation techniques.

As shown in Fig. 14, the use of Laplace prior could partially identify source activity along the infarct border without providing detailed information about the structure of the infarct core (case 5: SO= 0.34, case 6: SO= 0.31). The use of Gaussian prior had a better estimation of source distribution along infarct border in case 5 (SO= 0.48) while its estimation in case 6 was smeared and extended to the infarct center (SO= 0.36). In comparison, multiple-model approach showed improved performance in delineating the infarct core in both cases (case 5: SO= 0.51, case 6: SO= 0.53). Specifically in case 6, multiple-model approach not only identified the infarct region, but also detected the source activity at heterogeneous region close to the apex. Similar to previous observations, in these real-data experiments with
complex infarct structures, the posterior density of $p$ exhibited a widespread and complex distribution with larger variances.

IV. Discussions

1) Deterministic Formulation of the Proposed Method

The posterior distribution (13) being solved in this paper can be formulated in a deterministic form by taking negative logarithm from two sides of the equation (13) as:

$$-\log (P(\mathbf{v}, \Theta \mid \mathbf{b})) \propto -\log (P(\mathbf{b} \mid \mathbf{v}, \eta)) - \log (P(\mathbf{v} \mid p, \delta)) - c, \quad (18)$$

where the constant $c$ is resulted from taking logarithm of the uniform distribution of the hyperparameters. Dropping the constant $c$ and calculating the logarithm of the likelihood and the source prior terms would convert (18) to:

$$-\log (P(\mathbf{v}, \Theta \mid \mathbf{b})) \propto \|\mathbf{b} - \mathbf{Hv}\|_2^2 + \lambda \|\mathbf{v}\|_p^p, \quad (19)$$

where the regularization parameter $\lambda$ is determined from the ratio between the noise variance $\eta^2$ and the source variance $\delta^2$. Using the posterior mean as a point estimator for cardiac sources is then equivalent to taking the expectation of (19).

Solving equation (18) with a Laplace prior is equivalent to setting $p = 1$ in functional (19), i.e., a $L1$-norm on source $\mathbf{v}$. Solving equation (18) with a Gaussian prior is equivalent to setting $p = 2$ in functional (19), i.e., a $L2$-norm on source $\mathbf{v}$. Note that solving (19) in a Bayesian framework, the regularization parameter ($\lambda$) is automatically estimated along with the source distribution. It is noteworthy that posterior distribution (13,18,19) instead of a MAP estimate is being sought in this work because of our interest in analyzing the full posterior distribution of the hyperparameter $p$, with the intention to examine the model combination as determined by ECG data.

2) Computational Cost

The proposed approach obtains full posterior distribution of sources and hyperparameters by relying on MCMC slice sampling technique to obtain samples from a high-dimensional solution space (on the order of 1000). As a result, it took an average of 1 minute to converge on an iMac 2.9GHz Quad-Core Intel Core i5 with 16GB DDR3 SDRAM. The computational cost of using Laplace and Gaussian priors implemented in this work (by fixing $p$ value to 1 and 2, respectively) was similar because they also relied on sampling the same high-dimensional solution space with one less hyperparameter. In comparison, regularization methods took an average of 20 seconds to obtain a point estimate (rather than the full distribution) on the same machine.

3) Additional Remarks

Because clinical data in this paper were collected from different centers at different time, there was a disparity in the ECG data being used in this study. In terms of spatial processing, ECG data in the first set of real-data experiments (section III.B.1) were collected from 120 leads and interpolated to 370 vertices for the inverse solution. In the second set of real-data
experiments (section III.B.2), ECG data collected from 120 leads were directly used for the inverse solution. We experimented with both types of inputs in our past work, and no substantial difference was observed. It might be because that the interpolated data are linearly dependent on the original recordings and thus does not provide extra information. In terms of temporal processing, ECG beats were averaged over time as inputs for source reconstruction. Beat-to-beat variability of the ECG signals was observed in our data and is a topic of our future study.

The forward modeling in this study is associated with several assumptions, which in turn may impact the inverse solutions. The anisotropy of the intracellular conductivity tensor depends on fiber structure that can be obtained experimentally or modeled mathematically. The former is not yet readily available in \textit{in-vivo} human subjects, while the latter has been commonly used in literature \cite{61}. In this work, the latter approach is adopted where an approximate of the patient-specific 3D fiber model is obtained by mapping a 3D experimentally-derived mathematical fiber model \cite{60} to the personalized ventricular geometry of the subject. To obtain a detailed inhomogeneous model with exact subject-specific conductivity values is another challenging problem \cite{76}. In this work, a common assumption of homogeneous torso model \cite{47} and literature parameter values \cite{55} are used. Assessing the impact of these model simplifications on inverse solutions is a challenging yet important question that need to be addressed in future work.

The CC measure of source reconstruction accuracy reported in this paper (on average 0.50) is lower than those reported in \cite{77}, \cite{12}, \cite{28} (between 0.70 to 0.90). It is likely due to the use of transmural source models instead of surface-based source models. It may also has to do with the fact that the type of transmural source model being used (\textit{i.e.}, the spatial gradient of action potential) tends to exhibit complex structures. Additional error measures, such as relative difference measure (RDM) and magnification error (MAG), could be used to further evaluate the presented method results.

The presented work focuses on automatic adaptation of spatial prior models to source spatial properties. Therefore, comparison with temporal-constraint based approaches such as those presented in \cite{72}, \cite{78} was not considered. In our future work, we plan to integrate the proposed spatial multiple-model approach with a temporal model of cardiac source propagation to guide the source evolution over time, following a similar hierarchical Bayes framework as presented in \cite{79}.

In this study, the infarct model was simplified to focus on the spatial gradient of action potential between viable and infarcted tissue. It did not consider heterogeneous infarct regions. In our future work, infarct border zone can be included in our simulation setting. We will also consider extending the presented work to imaging ischemic regions using previously reported cellular models of ischemia \cite{80}, \cite{81}.

In this work, we focused on source distributions with resolutions around 4–7 mm. In future work, we will study how the resolution of source distribution impacts the performance of multiple-model approach, the findings of which will enable us to optimize the computational
cost of MCMC sampling by minimizing the number of sources (unknown parameters) to be estimated.

V. Conclusions

Noninvasive cardiac EP imaging involves solving an ill-posed problem, which is often regularized by imposing fixed prior models on the spatial distribution of sources. Although fixed-model techniques are able to accurately estimate source distributions with specific structures, they may not generalize well to time-varying or complex source structures that are not known \textit{a priori}. In this paper, we proposed a multiple-model approach to investigate the impact of different prior models and to reduce model-data mismatch. Experimental results demonstrated that different combination of prior models may be preferred for estimating complex source structures and an adaptive multiple-model approach may help reduce the mismatch between actual and assumed source structures.
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Figure 1.
Single variable slice sampling with stepping-out and shrinkage procedures for selecting and updating an interval: (a) assume an initial sample $z_0$, (b) draw a vertical level, $g$, uniformly from $[0, f(z_0)]$ to define a horizontal slice $S$, (c) position an interval of width $w$ randomly around $z_0$, and then expand it in steps of size $w$ until both ends are outside the slice, (d) find a new sample, $z_1$, by selecting uniformly from the interval until a sample inside the slice is found. Samples outside the slice are used to shrink the interval.
Figure 2.
Three examples of the posterior mean of reconstructed 3D sources (the spatial gradient of action potential) using a multiple-model prior versus Laplace and Gaussian priors. Active sources were centered at the apex of the LV and covered 6%, 17%, and 40% of the myocardium in a, b and c, respectively. Posterior distributions of hyperparameter $p$ for the three cases are also shown in the rightmost panel, showing a mode shifted to a large value as the extent of cardiac sources increased from a to c.
Figure 3.
Comparison of using a multiple-model prior versus Laplace or Gaussian priors in reconstructing active source regions with different sizes. Source size is defined in terms of percentage of the ventricular myocardium.
Figure 4.
Illustration of the spatial structure of action potential (left) and its spatial gradient (active cardiac sources, right) in an infarcted heart during the ECG ST segment.
Figure 5.
Two examples of the posterior mean estimate of the source distribution (the spatial gradient of action potential) along the infarct border during the ECG ST segment, where the infarct was centered at the middle to apical region at the anterior wall of the LV (top row) and at the apex of the LV (bottom row). The posterior distribution of \( p \) obtained by our method is also shown at the rightmost panel.
Figure 6.
Comparison of using a multiple-model prior versus Laplace or Gaussian priors in reconstructing active source distribution along the infarct border. Source size represents the size of active sources along the infarct border and is defined in terms of percentage of the left ventricle.
Figure 7.
An example of imaging excitation wavefront propagation in cardiac pacing at 4 time instants during the depolarization phase of an ECG cycle. The pacing point was located at the base of the right ventricle. Active source region represents the spatial gradient of action potential.
Figure 8.
An example of the temporal stability of multiple-model approach in comparison to Laplace and Gaussian approaches in one cardiac cycle.
Figure 9.
Overall comparison of multiple-model approach versus Laplace and Gaussian approaches in reconstructing excitation and repolarization wavefronts in three stages of an ECG cycle.
Figure 10.
Comparison of the presented multiple-model Bayesian approach with Brooks et al. multiple-constraint regularization [42] in imaging volumetric sources located at different segments of the LV, defined according to the standard 17-segment model of LV.
Figure 11.
(a) Examples of posterior distribution of cardiac sources obtained using slice sampling. (b) Comparison of MAP versus posterior mean estimators for multiple-model and fixed-model approaches for the second set of synthetic experiments.
Figure 12.
Correlation coefficient obtained by the presented multiple-model approach in the presence of white Gaussian noises with different SNR levels.
Figure 13.
Estimation of cardiac source activity (non-blue color) along the infarct region border during the ECG ST segment for 4 human subjects. Active source region represents the spatial gradient of action potential. The infarct center is outlined with black contour.
Figure 14.
(a) Original CARTO voltage map (left) and its spatial gradient (non-blue region) projected on CT-derived heart models (right). (b–d) Estimation of cardiac source activity (non-blue color) along the border of the infarct region. Active source region represents the spatial gradient of action potential. The infarct center is outlined with black contour.
<table>
<thead>
<tr>
<th></th>
<th>Reference</th>
<th>Our method</th>
<th>Xu</th>
<th>Wang</th>
<th>Mneimneh</th>
<th>Dawoud</th>
<th>Farina</th>
</tr>
</thead>
<tbody>
<tr>
<td>size</td>
<td>52%</td>
<td>45%</td>
<td>N/A</td>
<td>47%</td>
<td>27%</td>
<td>35%</td>
<td>10%</td>
</tr>
<tr>
<td>center</td>
<td>10/11</td>
<td>10</td>
<td>10/15</td>
<td>10</td>
<td>10/11</td>
<td>4</td>
<td>12</td>
</tr>
<tr>
<td>segments</td>
<td>3, 4, 5, 9, 10, 11, 12, 15, 16</td>
<td>3, 4, 9, 10, 11, 16</td>
<td>3, 8, 9, 10, 11, 12, 14, 15, 17</td>
<td>2, 3, 4, 5, 8, 11, 12, 16, 17</td>
<td>N/A</td>
<td>3, 4, 5, 10, 11</td>
<td>N/A</td>
</tr>
<tr>
<td>size</td>
<td>14%</td>
<td>12%</td>
<td>N/A</td>
<td>11%</td>
<td>12%</td>
<td>40%</td>
<td>0.2%</td>
</tr>
<tr>
<td>center</td>
<td>15</td>
<td>10/15</td>
<td>15</td>
<td>9</td>
<td>N/A</td>
<td>4</td>
<td>11</td>
</tr>
<tr>
<td>segments</td>
<td>1, 9, 10, 11, 15, 17</td>
<td>9, 10, 11, 15, 17</td>
<td>1, 7, 9, 10, 11, 15, 17</td>
<td>1, 4, 6, 7, 9, 14</td>
<td>N/A</td>
<td>3, 4, 5, 6, 9, 10, 11</td>
<td>N/A</td>
</tr>
</tbody>
</table>

Table 1
Comparison of infarct quantification using multiple-model approach versus other existing methods
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