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Chapter 1

Introduction

This thesis deals with the registration of medical images, and particularly images
coming from different subjects. Intersubject registration is a fundamental prob-
lem in medical image analysis. It facilitates anatomical comparisons and studies,
and provides a general method to segment almost any medical image by using an
anatomical atlas. If we have an “atlas” image and its segmentation, then any sub-
ject image of the same part of the body can be segmented by registering it with the
atlas and then propagating the atlas segmentation in the subject geometry.

Atlas to subject registration is a difficult problem. Although we register images that
represent the same anatomical structures (mostly the brain throughout this thesis),
the anatomy of different individuals is generally different. The problem is further
complicated if one of the images comes from a patient with a pathology. This
case is commonly encountered in atlas to subject registration, when the atlas image
represents a healthy anatomy, and the subject is a clinical patient. In neuroscience,
this is also sometimes the case, even if the subject is supposed to be healthy.

Throughout this thesis, we follow a multidisciplinary approach to registration, and
address the issue regarding both the quality of the result, and the integration of
the registration software into the real clinical world. We therefore also tackle the
problems of computation time, and take the first steps towards the integration with
clinical visualization systems.

1.1 Context

The two clinical applications that are addressed in this thesis involve the segmen-
tation of various structures in the human brain. Both applications are involved in
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pre-operative planning, and the general methods are similar. However, their practi-
cal requirements may slightly differ, particularly regarding the size and localization
of the structures to segment.

1.1.1 Conformal brain radiotherapy

The treatment of cerebral tumor may involve surgery, radiotherapy, or chemother-
apy. The radiotherapy using one or more irradiating beams must satisfy two goals:
the destruction of the tumor and the preservation of healthy structures. Special care
must be taken in order to preserve “high-risk” anatomical structures that are vital
for the patient’s life or living comfort: eyes, optical tracts, brain stem, etc.

Optimizing the position and the shape of the beam requires an accurate localization
of different structures (tumors and high risk structures). Different techniques using
photon beams allow to achieve both goals:

• Many beams may be used.

• The intensity of the beams may be modulated during irradiation. This tech-
nique is called “Intensity Modulated Conformal Radiotherapy”.

• The shapes and positions of the beams may be modified, depending on the
lesions to irradiate and the healthy structures to avoid. This technique is
called “3D Conformal Radiotherapy”.

When localizing these structures, the required level of accuracy is dependent on the
structure: we are looking for an accuracy of about 1mm for small structures such
the optical tracts, and we can tolerate a lower accuracy (of about 2mm) for larger
structures, like the brain stem.

The quality of the treatment is evaluated by quantifying the amount of radiation
delivered to the lesion and to high risk organs. In order to achieve a satisfying level
of safety, an extreme accuracy is required at each step of the treatment chain: data
acquisition, segmentation of structures, definition of the beams, and control of the
patient’s position during irradiation. The risk in case of failure is high: parts of the
tumor tissue may survive the therapy with lethal consequences, and the irradiation
of healthy structures may induce loss of senses and/or movement ability, or even
death. Since the clinical act must be very accurate, it requires a large amount
of time. Various software tools may help the clinician at different steps of the
procedure:
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Figure 1.1: A slice of the 3D anatomical atlas from the Centre Antoine Lacassagne
(Bondiau et al. (2004)). The T1-MR image (a) has been manually labeled (b).

1. The acquired images are transfered to the “treatment planning system”, and
they are rigidly registered. This registration step is multimodal, since the
images are generally acquired using different modalities.

2. The structures of interest are segmented.

3. The positions of the beams are computed, using information provided by the
first two steps.

4. The tumor is irradiated.

Traditionally, the segmentation of brain structures is manual and each structure
has to be delineated in each slice of a 3-D image (e.g. MRI). The treatment team
spends a significant amount of time to delimit the structures of interest (eyes, op-
tical tracts, etc.) with the precision requested for the conformal radiotherapy. An
automatic segmentation algorithm of all the critical structures in a patient image
is then an invaluable tool for radiotherapy, and its main requirement is a precise
delineation of the structures of interest. We are investigating this application in
close collaboration with the Centre Antoine Lacassagne hospital (33 Avenue de
Valombrose, 06189 Nice cedex 2, France).

In order to extract the structures of interest in a specific patient’s image, Bondiau
et al. (2004) built a numerical reference atlas of all these structures. The seg-
mentation approach consists in using matching techniques to warp this atlas onto
one patient’s image. The atlas (Fig. 3.2b) was manually labeled from an artificial
MR image (obtained from the Brainweb1, see Fig. 3.2a). The first step is a rigid
matching between the atlas image and the patient MRI’s (usually T1, T2 and T1
injected). The recovered transformation is refined using non-rigid registration, and
then applied to the labels of the atlas in order to obtain a segmentation of the patient
image.

The nonlinear registration step is challenging: First, due to its multi-subject na-
ture, this registration problem is generally difficult. The topology of the brain, the

1http://www.bic.mni.mcgill.ca/brainweb/
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shape of the ventricles, the number and shape of the sulci vary strongly from one
individual to another. The ideal transformation is smooth in some places, and has
fine details in others. Thus, not only do we have to deal with the ambiguity of the
structures to match, but we also have to take into account the large variability of
the deformations between the two brains. Second, an issue that arises in our case
is the presence of pathologies in the patient image, such as tumors or surgical re-
sections. These structures have no equivalent in the atlas. They usually lead the
non-rigid registration to important errors, especially around the pathology which is
the area of interest for radiotherapy. Finally, a software running inside the clinical
environment has to fulfill some requirements linked to the practical organization of
hospital work. One of these is the computation time, which should be low when
compared to the duration of the pre-operative planning itself. In order to simplify
the problem, the atlas image was chosen to be of the same modality as the patient
images, which allows us to perform a (simpler and faster) monomodal registration.

1.1.2 Stereotactic neurosurgery for Deep Brain Stimulation in Parkin-
sonian patients

Deep Brain Stimulation, the second clinical application we consider in this thesis,
is a procedure that greatly reduces disabling symptoms in patients of Parkinson’s
disease: walking problems, tremor, rigidity, slow movement. It uses a battery-
powered device called neurostimulator, which electrically stimulates specific areas
in the brain that are responsible for the above-mentioned symptoms, like the sub-
thalamic nuclei. In essence, this device works similarly to a pacemaker controlling
the beat of the heart. The neurostimulator has three parts: the electrode, the exten-
sion, and the neurostimulator itself. The neurostimulator device is about the size
of a watch (Fig. 1.2) and is normally implanted near the clavicle. The electrode
(a thin wire) is inserted into the skull and implanted in the target inside the brain.
The extension is a wire passed under the skin connecting the electrode to the neu-
rostimulator. Once in place, the neurostimulator sends electrical signals through
the extension wire and to the electrode within the brain.

The introduction of the electrode inside the brain is performed through surgery.
At the La Pitié Salpêtrière hospital in Paris, a metallic non-magnetic stereotactic
frame guides the electrodes’ insertion (Fig. 1.3). This frame, fixed on the patient’s
head and visible from different modalities (T1-weighted and T2-weighted MR im-
ages, and CT-scans), is used as a geometrical referential. The target is first located
on pre-operative images, and then the path of the electrodes is planned through
the parenchyma in order to avoid high risk structures. At the beginning of the
procedure, the surgeon performs two holes in the skull in order to access the two
hemispheres. The area surrounding the subthalamic nuclei is explored systemati-
cally with the electrode, in order to precisely determine the target location.

4



Figure 1.2: The Medtronic R© Kinetra neurostimulator (bottom-left) and its Access
Therapy Controller (top-right), allowing its control by a physician. The implanted
stimulator is about the size of a watch. Image courtesy of Medtronic, Inc.

Figure 1.3: Stereotactic implantation of electrodes in the subthalamic nuclei for
the Parkinson’s disease at the La Pitié Salpêtrière hospital (Paris, France). The
stereotactic frames fixed on the skull is used as a referential and as a guiding system
for the electrodes. The image is courtesy of Medtronic, Inc.
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One of the most difficult parts of the intervention is the accurate determination of
the target. Like in the previous application, the patient image is registered with
an anatomical atlas, and segmented structures in the atlas are deformed towards
the patient’s geometry. The positions of the patient’s subthalamic nuclei are es-
timated by transforming their positions from the atlas. The requirements for the
registration algorithm are similar to the ones imposed by the conformal brain ra-
diotherapy planning. The registration is multi-subject, which, once again, means
that the degree of smoothness of the transformations is highly variable. Further-
more, since the structures we are looking for are small, a high degree of regularity
is required for their contours. The pre-operative planning being done in a single
day, the registration should only take a minimal amount of time.

A requirement of this application is that the algorithm works not only for the sub-
thalamic nuclei, but also for the other central grey nuclei. This may allow to gen-
eralize the usage of the algorithm for other nearby anatomical structures. The
accuracy we are looking for is of about 2mm.

1.1.3 Discussion on the clinical requirements

The two clinical applications presented in this section have common characteris-
tics. First, they require the segmentation of structures in the human brain. Sec-
ond, the chosen approach is for both the registration of the patient image with an
anatomical atlas. This registration is multisubject, so the algorithm will have to
deal with the ambiguity of matching two brains.

However, each application has a specific challenge. On one hand, patients that
must undergo conformal brain radiotherapy have either tumors or surgical resec-
tions inside the brain. These pathological structures have no correspondent in the
atlas, and there is a danger to match “pathological voxels” inside them with some
“normal voxel” in the atlas (belonging to a normal tissue). This would make the
registration locally fail. On the other hand, the segmentation of the central grey nu-
clei must be very accurate, and respectful of the anatomy: the contour provided by
the algorithm should have the strict shape of the corresponding anatomical struc-
ture. Since noise or partial volume effect tend to influence the registration, it is
difficult to ensure both a high accuracy, and a good regularity of the segmented
structures.

Regarding the practical use, both applications have a time constraint. Since the
algorithm is to be run inside the clinical environment, its computation time should
always be kept low with respect to the duration of the clinical act itself. We believe
that 5 minutes is a reasonable time limit.
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1.2 Manuscript organization

Chapter 2 presents the two clinical applications that led to the research presented
in this thesis, and the way multisubject nonlinear registration represents a solu-
tion to them. A brief review of currently existing nonlinear registration methods
shows that a certain class of algorithms (called “pair-and-smooth”) is appropriate
for solving our problems. However, currently existing algorithms of this class do
not completely suit our purpose.

In this framework, Chapter 3 introduces a registration algorithm which addresses
the issues listed in the previous chapter: robustness with respect to image noise,
and the ability to incorporate a priori knowledge about the anatomy and pathology.
A fast implementation based on an implicit numerical scheme is also presented, as
well as illustrations on two clinical applications.

In Chapter 4, we refine the modeling of anatomical a priori information with the
introduction of anisotropy. This evolution enables a regularization dependent not
only on the localization, but also on the direction. This idea is applied to the preser-
vation of the surface coherence of anatomical structures.

Chapter 5 addresses the computation time issue. In order to reduce execution time
and enable a better integration inside the clinical environment, we present a parallel
implementation of the algorithm on a cluster of networked personal computers,
and also describe novel parallelization methods for some commonly used image
processing algorithms.

The effort to integrate the algorithm into a clinical image processing system is
continued in Chapter 6. In order to enable the use of a graphical user interface and
thus the embedding of the registration software into a clinical interactive processing
pipeline, the registration software has been implemented as a grid service, callable
by a graphical client.

Finally, Chapter 7 provides a summary and discussion of our contributions, as well
as hopefully insightful ideas to further extend this work.
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Chapter 2

Nonlinear registration: the
pair-and-smooth approach

This chapter briefly overviews existing registration techniques in view of our clin-
ical context (Section 1.1). It reveals that a specific class of registration algorithms
called “pair-and-smooth” exhibits some interesting features for our clinical appli-
cations. However, some open issues have to be solved.

2.1 A brief overview of nonlinear registration

The world of medical image registration contains many different methods which
may potentially fulfill our requirements. This section reviews several algorithms
that we found to be the most representative for the techniques they use, without
aiming at being exhaustive. For complete information, we refer the reader to a
survey of registration algorithms (e.g. Maintz and Viergever (1998); Hajnal et al.
(2001); Pluim et al. (2003); Modersitzki (2004)). We classify them along two
axes: the image features they consider for matching, and the dimensionality of
their transformation space.

2.1.1 Feature space

Based on their feature space, two classes of registration algorithms have emerged.
Some algorithms, that we call “geometric”, attempt to extract some higher-level
geometric (often anatomical) structures in the image, and then they match these
structures. Others, called “iconic”, use the intensities of all image voxels in order
to estimate a transformation.

9



Geometric registration

The dimensionality of the geometric structures used as features varies. Points,
curves or surfaces have been segmented and matched, and different methods to
extrapolate this correspondence to the entire image have emerged.

Thirion (1996a) uses differential operators in order to compute crest lines of the
brain. Based on a randomly chosen starting “seed” inside the brain, he uses the
Marching Lines algorithm in order to follow the line to the neighboring locations.
On the resulting lines, he estimates points where the curvature of the line is locally
extremal. The algorithm then estimates the rigid transformation that best superim-
poses the extracted points in the two images.

Chui et al. (1999) use robust point matching techniques to register cortical struc-
tures in brain images. Rohr et al. (2001) use 3D extensions of 2D corner operations
(Rohr (1997)) in a semi-automatic methods that estimates landmarks inside brain
images, typically on the skull or on the surface of the ventricles. In their method,
the user selects a region of interest, and corner operators are applied inside it in
order to estimate landmarks. After the user confirmation, these points are matched,
and the correspondences are injected into an interpolating thin-plate splines model
(Bookstein (1989); Evans et al. (1991)).

Collins et al. (1996), followed by Collins et al. (1998), add the information pro-
vided by the brain sulcal lines to an iconic registration algorithm (see Section
2.1.1). The sulci segmentation method, called SEAL (Sulcal Extraction and Auto-
matic Labeling) uses an active model similar to a snake, which is submitted to a set
of forces derived from the local image characteristics (Le Goualher et al. (1997)).
The extracted sulci are matched using a chamfer distance function as a similarity
criterion (Sandor and Leahy (1995)). Vaillant and Davatzikos (1999) integrated
sulcal information into a registration algorithm based on surface matching.

Sulcal lines were also integrated into iconic registration algorithms by Hellier and
Barillot (2001) (see also Hellier and Barillot (2003)) and Cachier et al. (2001). In
the last approach, sulci are segmented in four steps: non-uniform bias field correc-
tion, segmentation of grey matter/CSF, homotopic skeletonization and splitting into
simple surfaces. An algorithm based on a neural network trained on a manually-
labeled set (Riviere et al. (2000)) is then used in order to label the sulci. The sulcal
lines are inserted as an additional term into a registration algorithm based on a
variational approach (see the iconic registration section below).

Ferrant et al. (2000) first segment the external surface of the brain and the surface
of the ventricles. An active surface algorithm deforms the segmented borders in
one image into the same borders from the other image. The surface is modeled
as an elastic membrane, deformed by image-driven forces. The resulting displace-
ment on the borders is then inserted, based on a finite element method developed

10



by Cohen and Cohen (1991), into a linearly elastic finite element model which
computes a displacement for each node of a volumetric mesh that covers the entire
brain. Surface matching has also been used by Thompson and Toga (1996) to drive
the registration of brain images.

Liu et al. (2004) perform multi-subject registration by matching the grey mat-
ter/white matter surfaces of the two brains and coupling this information to a vol-
umetric mapping (Shen and Davatzikos (2002)). Ganser et al. (2004) propose an
electronic Talairach and Tournoux atlas (Talairach and Tournoux (1988, 1993)).
The authors interactively segmented 49 anatomical structures (ventricles, thala-
mus, putamen, etc.) inside the atlas MR image. Four classes of structures are also
segmented in the patient image: cortex, ventricles, tumors and sulci. After an ini-
tial registration step using the Talairach referential, the authors use three separate
matching algorithms for different types of structures (cortex, ventricles, tumors) in
order to refine the deformation in a radial basis functions framework.

All the methods described in this section have two aspects in common: 1) They
depend on an initial segmentation of “relevant” structures in the images. 2) They
require the correct matching of these structures to perform the global registration of
the images. These methods have the advantage of being potentially able to achieve
a very good accuracy on the structures. However, for our two applications, they
present three drawbacks:

1. Segmentation is by itself a difficult problem. Few automatic methods exist,
and, like in the case of many other classes of algorithms (including regis-
tration), most of them are not 100% reliable. Whereas a minor, localized
segmentation error would go unnoticed, problems in the initial segmentation
may become acute if the segmentation is used in order to match the entire
image. In this case, the shapes of supposedly corresponding structures may
differ in an anatomically incoherent manner, with unpredictable results on
the quality of the final registration.

2. The matched features do not cover the entire image. The accuracy of the cor-
respondence field they provide tends to be valid only in their neighborhoods,
and results generally degrade in regions that are far away from them. Fur-
thermore, the relative position of different structures inside the brain tends
to vary in a nonlinear way from one subject to another (e.g. achieving a per-
fect registration of the ventricles and the cortex does not guarantee a good
registration of the putamen).

3. In both applications, the structures we want to segment sometimes exhibit a
low contrast, and therefore cannot be used as features. Contrasted structures
are generally far away, so their correspondence provides inaccurate informa-
tion (as explained at item 2).
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Let us therefore examine a second class of methods that estimate correspondences
in two images, which have the advantage of using the entire information available.

Iconic registration

These methods rely on the optimization of a similarity criterion between the inten-
sities of the two images. The registration is performed by optimizing this criterion
with respect to the transformation. So far, many similarity criteria have been pro-
posed. This section reviews some of the most widely used. Let us first define some
notations that will be used in this section and throughout the manuscript:

• I and J are the two images to register. Since we usually work in 3D, the
images are defined as functions R

3 −→ R. Remark that images are discrete
and have a finite spatial support. By considering their discrete nature, and
Nx, Ny and Nz the number of voxels along the x, y and z axes, then an image
is a function defined on Ω = [1...Nx]× [1...Ny]× [1...Nz ] with values in R.

• p ∈ R
3 is a 3D point. For a given image I , I(p) is the intensity of the image

at this point. If p ∈ Z
3 (we call it a voxel), its intensity can be directly

recovered from the 3D array that represents the image. Otherwise, its value
has to be interpolated from the values of its neighbors. For a good review
of existing interpolation methods, the reader should consult Lehmann et al.
(1999) or Thévenaz et al. (2000).

• T is a transformation (mapping) that links some point p in I to its correspon-
dent q in J . For simplicity, T : R

3 −→ R
3. U is the corresponding dis-

placement field (U : R
3 −→ R

3), defined as U(p) = T (p)− p. Applying a
transformation T to an image J yields an image J ′ where J ′(p) = J(T (p)).
In this case, we say that J ′ = J ◦ T . We extend this notation to the displace-
ment field: J ′ = J ◦ U if and only if J ′(p) = J(p + U(p)) for all points
p.

• One can “compose” two displacement fields by composing their associated
transformations. Let U1 and U2 be two displacement fields and T1 and T2

their associated transformations. If T1(p) = p + U1(p) and T2(p) = p +
U2(p)), then (T1 ◦ T2)(p) = T1(T2(p)). Therefore, (U1 ◦ U2)(p) = U1(p +
U2(p)) + U2(p).

Sum of squared distances (SSD) This simple similarity criterion makes the as-
sumption that two corresponding voxels have (almost) the same intensity. For some
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point p ∈ ΩI , T (p) is found by minimizing the function (I(p)− J(T (p)))2. By
integrating over the entire image, the criterion to minimize is

SSD(I, J, T ) = ‖I − J ◦ T‖2 =

∫

p∈Ω
(I(p)− J(T (p)))2 dp

A widely used method to minimize the SSD is the optical flow (Horn and Schunk
(1981)), which computes the displacement U as an iterative minimization

U ← U +
I − J ◦ U

‖∇I‖2
∇I

This criterion is relevant only if the two images where acquired using the same
modality. Even so, its validity may be doubtful, especially if one image is affected
by a bias. Differences in the tuning of the acquisition equipment used for the two
images also partially invalidate this criterion. Thus, other similarity criteria may
be necessary.

Correlation coefficient (CC) The correlation coefficient has been widely used
as a robust similarity criterion (Keriven and Faugeras (1998); Netsch et al. (2001);
Ourselin et al. (2000)). It is relatively constrained, and it measures a global affine
dependency between the intensities of the two images:

CC(I, J, T ) = ‖I − a J ◦ T − b‖2 = mina,b

∫

p

(I(p)− a J(T (p))− b)2 dp

In order to avoiding a minimum of the criterion when the overlap of the two im-
ages is small, Roche et al. (2000) proposed its renormalization to CC(I, J, T ) =
‖I − a J ◦ T − b‖2 /V ar[I], where V ar[I] is the variance of the intensity of the
image I . Let us also denote by E[I] the mean intensity of the image I . The estima-
tion of the affine parameters a and b leads to the following criterion to maximize:

CC(I, J, T ) =
E[I] E[J ◦ T ]−E[I J ◦ T ]

√

(E [I2]−E[I]2) (E [(J ◦ T )2]−E[J ◦ T ]2)

A local variant of this criterion has been introduced by Cachier and Pennec (2000).
By defining the local average of an image around a point p as Ep[I] = Gp ∗ I ,
where Gp is a Gaussian centered on p, and by integrated over p, we get

LCC(I, J, T ) =

∫

p

Gp ∗ [(I −Gp ∗ I) (J ◦ T −Gp ∗ (J ◦ T ))]
√

[Gp ∗ (I −Gp ∗ I)] [Gp ∗ (J ◦ T −Gp ∗ (J ◦ T ))]

The local criterion allows for the affine dependency measured by the correlation
coefficient to change depending on the position in space.
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Correlation ratio (CR) The correlation ratio was introduced by Roche et al.
(1998) as a similarity measure for multimodal registration and extended to the de-
formable case by Guimond et al. (2001a). It generalizes the affine dependency
encountered in the correlation coefficient to an arbitrary functional relationship

CR(I, J, T ) = minf

‖I − f(J ◦ T )‖2

V ar[I]

Here, f is a function that maps the intensities of the images I and J .

The Woods criterion (W) When registering MR and PET images, Woods et al.
(1993) assumed that the range of values in the PET image corresponding to a par-
ticular value in the MR image should be minimized. If Ωj is the subregion of the
overlapping image space Ω where image intensities in image J ◦T are j, and µjand
σj are, respectively, the average intensity and the standard deviation in image I of
the subregion Ωj , then Woods criterion is

W (I, J, T ) =
1

‖Ω‖

∑

Ωj

‖Ωj‖
σj

µj

In the equation above, ‖Ω‖ denotes the number of voxels inside the region Ω.

Joint entropy (JE) In the discrete case, for the two image to match at each opti-
mization step (I and J ◦ T ), the spatially correlated presence of, respectively, the
x value in image I , and the y value in the image J ◦ T provides a quantity of in-
formation equal to − log2 p(I = x, J ◦ T = y) (where p(I = x, J ◦ T = y)
is the probability). The average quantity of information is called the joint en-
tropy of the two images H(I, J) = −

∑

y

∑

x p(I = x, J ◦ T = y) log2 p(I =
x, J ◦ T = y). In its continuous version, the joint entropy has the expression
H(I, J) = −

∫

x,y∈R
fI,J◦T (x, y) ln fI,J◦T (x, y) dx dy (where fI,J◦T is the joint

distribution of the intensities of the images I and J ◦ T ). This criterion was used
for multimodal registration (Collignon et al. (1995); Studholme et al. (1995)):

JE(I, J, T ) = H(I, J ◦ T )

The Shannon entropy is defined (similarly to the joint entropy) for a discrete ran-
dom variable as H(I) = −

∑

x p(I = x) log2 p(I = x). Its continuous version
(called differential entropy) has the expression H(I) = −

∫

x∈R
fI(x) ln fI(x) dx

(where fI is the distribution of the intensity of the image I).

Mutual information (MI) Mutual information is also used as a similarity crite-
rion for multimodal registration (Collignon et al. (1995); Viola (1995); Viola and
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Wells (1997)). The criterion to maximize measures the distance between the joint
distribution of the two image (fI,J◦T (x, y)) and their joint distribution in case of
independence (fI(x) fJ◦T (x)):

MI(I, J, T ) = −

∫

x,y∈R

fI,J◦T (x, y) log2

fI,J◦T (x, y)

fI(x) fJ◦T (x)

= H(I) +H(J ◦ T )−H(I, J ◦ T )

This criterion is in widespread use (e.g. Hermosillo et al. (2002); D’Agostino et al.
(2003)), since it does not require any assumption on the type of correlation between
the intensities of the two images.

Normalized mutual information (NMI) This criterion is a normalized version
of the previous one (Studholme et al. (1999)):

NMI(I, J, T ) =
H(I) +H(J ◦ T )

H(I, J ◦ T )

One advantage of this normalized similarity measure is that it avoids the possibility
of the mutual information increasing when the overlap region between the two
images (I and J ◦ T ) decreases. This measure was used for various registration
applications (e.g. Rueckert et al. (1999); Denton et al. (2000); Rohlfing and Maurer
(2001)).

Entropy correlation coefficient (ECC) Another way to normalize the mutual
information was proposed by Maes et al. (1997); Collignon (1998):

ECC(I, J, T ) =
2 (H(I) +H(J ◦ T )−H(I, J ◦ T ))

H(I) +H(J ◦ T )

This measure is related to the NMI (ECC = 2− 2/NMI).

Discussion In atlas to subject registration, the atlas image is chosen to be of the
same modality as the patient images (see Section 1.1). This simplifies the similarity
criterion, and generally allows us to use the SSD. In practice, this “monomodal”
registration problem is more difficult: the parameters of the acquisition device may
change, leading to different levels of intensities for the same anatomical structure in
different images; and the images may be affected by bias. In such situations, more
powerful criteria, such as the global or local correlation coefficient are necessary.
For simplicity, we illustrate the algorithm presented in this thesis using the SSD,
but it can be replaced if needed with more powerful similarity metrics. As for our
applications we are only interested in monomodal registration, we do not expect
this to have any influence on the results.
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2.1.2 Transformation space

The model of transformation determines the quality of the result in an essential
manner. The number of degrees of freedom that are allowed for the transformation
ranges from the rigid transformation (6 degrees of freedom) to the dense displace-
ment field (one 3D vector per voxel). This section provides a brief survey of the
most wide-spread transformation models.

Rigid / affine transformation

These are the simplest models. The rigid transformation assumes that the two im-
age present the same objects in the same state, but in different positions. Therefore,
the transformation is modeled through a rotation/translation matrix (6 degrees of
freedom). The affine transformation is a generalization of the rigid one: the rota-
tion is replaced by a general linear transformation matrix, thus adding shear and
scaling and increasing the number of degrees of freedom to 12. Rigid registration
is the most appropriate for non-deformable objects (e.g. the head) if the two images
belong to the same subject, and no surgical intervention has occurred between their
acquisition times. Affine registration is the simplest form of deformable registra-
tion, and it can be used if deformations are very low. A large amount of work has
been dedicated to recovering rigid and affine transformations (e.g. Woods et al.
(1993); Collignon et al. (1994); Hill et al. (1994); Collignon et al. (1995); Maes
et al. (1997); Viola and Wells (1997); Bro-Nielsen (1997); Ourselin et al. (2000,
2001)), and computation times are generally low, which makes them well suited
for clinical use (Ourselin et al. (2002)).

Parametric deformations

The deformation is modeled using a tunable number of parameters, larger than
the 12 parameters of an affine transformation, and generally much lower than one
vector per voxel.

In order to achieve a fast implementation of elasticity-based deformation mod-
els (previously introduced by Broit (1981); Bajscy and Broit (1982); Bajcsy and
Kovac̆ic̆ (1989) as described in the next section), some authors (Gee et al. (1993);
Ferrant et al. (2002); Rexilius et al. (2001)) represent the deformations by the
position of the nodes of a tetrahedrization of the image space, and provide an
interpolation method for the rest of the image. This technique was extensively
used for brain-shift detection (Ferrant et al. (2002); Rexilius et al. (2001); Clatz
et al. (2003)). It also admits very efficient parallel implementations (Warfield et al.
(2002); Sermesant et al. (2003)).
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Another widely used model of transformation is based on splines. Some authors
used B-splines (Rueckert et al. (1999); Dornier et al. (2003); Hufnagel et al. (2005))
in order to model relatively smooth deformations. Others (Evans et al. (1991); Rohr
et al. (2001)) used interpolating thin-plate splines (Bookstein (1989)), which have
a bending energy that can control the smoothness of the deformation. The main
disadvantage of this kind of method is that the computation time tends to become
very large when recovering high resolution deformations. One potential progress
may come from the use of Non-Uniform Rational B-Splines (Piegl (1991)), which
allow for unevenly spaced control points. This may enable a multi-resolution mod-
eling of the transformation, able to recover fine deformations in certain areas (by
using many control points), and smoother (and easy to compute) ones in others (by
using less control points).

Rohde et al. (2003) proposed a multiresolution transformation based on Radial Ba-
sis Functions. They select, on a multi-resolution grid, the points that best optimize
the normalized mutual information in order to drive a radial basis transformation
model. Thanks to the local support of the radial basis functions, the similarity crite-
rion is only computed for a relatively small number of voxels. A similar threshold
on the gradient of the cost function has previously been used by Collins and Evans
(1997). The multi-resolution framework allows a spatially adaptive description of
the transformation. Its effective precision is limited to the final grid resolution
(smaller details cannot be modeled), which has to remain rather coarse in order to
achieve reasonable computation times (reported by Rohde et al. (2003) to be of up
to 3 hours for typical images and a final grid of size 17x17x15). However, as the
authors predict, this time may be significantly decreased by a parallel implementa-
tion.

Locally rigid or affine transformation have been used as a mean to reduce the num-
ber of degrees of freedom. Hellier et al. (2001) use a multi-resolution approach in
which they divide the image space into “uniform resolution” cubes. Inside each
cube, an affine transformation is used. Pitiot et al. (2003) also estimate locally
affine transformations. Each voxel is warped by one of several affine transfor-
mations, and a clustering algorithm is used to decide which affine transformation
drives each voxel. Arsigny et al. (2003) propose a locally rigid registration algo-
rithm in which the displacement is obtained by integrating a weighted combination
of rigid or affine transformations.

Displacement fields

Displacement fields lie at the extreme side of the transformation spectrum. For each
point in one image, the displacement field contains a (3D) vector that specifies its
relative position (displacement) after the motion. However, the number of degrees
of freedom provided by displacement fields is too large for most applications. We
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would like the recovered displacement to be continuous and smooth, much like in
the case of real physical deformations. This is necessary if we want an anatomically
meaningful transformation: the position of different tissues is not inverted, and
there are neither tissue cuts nor tissue contractions. Therefore, the displacement
field is generally “regularized” in order to enforce its smoothness.

The first registration algorithms using displacement fields (Broit (1981), Bajscy
and Broit (1982)) simulated real world elastic deformations. They were later ex-
tended to a multiresolution framework by Bajcsy and Kovac̆ic̆ (1989). The regular-
ization may also be done by convolving the displacement with a Gaussian (Thirion
(1998)), or by applying more complex filters (Bro-Nielsen and Gramkow (1996);
Hermosillo et al. (2002); Tchumperle (2002)).

The main drawback of the model is the large memory space required by the trans-
formation. However, it accumulates two advantages that make it extremely well
suited for inter-subject registration:

1. It can represent a nonlinear transformation with an arbitrarily large number
of degrees of freedom (1 displacement vector per image voxel). Thus, it can
potentially best capture the fine differences that exist between two brains. As
we will see in Chapters 3 and 4, a displacement field can very well represent
transformations that are smooth in some areas, and present fine details in
others.

2. Algorithms controlling the local level of regularity of the deformation are
computationally very efficient (Chapter 3). Furthermore, these algorithms
can be easily implemented on parallel computers, which leads to low com-
putation times (Chapter 5).

The above reasons led us to use a dense displacement field in order to represent
deformations. Section 2.2 reviews some of the currently existing registration algo-
rithms based on dense displacement fields.

2.1.3 Registration of images containing pathologies

Up to know, we have assumed that there was an anatomically meaningful corre-
spondence between all the voxels of the two images. When registering patient
images containing brain tumors with an anatomical atlas, voxels located inside the
tumor have no correspondence in the atlas (which is generally an image coming
from a healthy subject). Numerous methods and tools have been already devised
to address non-rigid registration (Maintz and Viergever (1998)), but much fewer
deal with this kind of pathological abnormalities.
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Kyriacou et al. (1999) used a biomechanical modeling of the brain and tumor based
on non-linear elasticity. In the case of multi-subject patient/atlas registration, elas-
tic models are of low relevancy, since the transformation to recover does not cor-
respond to a physical deformation. Furthermore, Christensen et al. (1996) showed
that a fluid component is needed in order to recover large deformations, such as the
ones implied by multi-subject registration. Therefore, algorithms based entirely
on elastic deformations may not be able to recover the differences between two
different subjects.

Dawant et al. (2002) proposed to artificially introduce the pathology in the atlas. A
first non-rigid registration between patient and atlas yields an initial deformation
that is used to implant a “pathology seed” inside the atlas. This deformation is
then refined by non-rigidly registering the subject image with the seeded atlas.
Later, BachCuadra et al. (2004) added a tumor growth model to the algorithm. In
this framework, the main problem is the first registration, which can easily fail,
especially if the pathology is located closely to the brain border or the ventricles.

Recently, Liu et al. (2004) modified the HAMMER algorithm (Shen and Davatzikos
(2002)) in order to use statistical interpolation in “non-corresponding regions”
(supposed to be inside the tumor). This enables the algorithm to register tumor-
diseased images with an atlas. Such an analysis may presumably be unreliable
for multisubject registration, where it is hard to distinguish between regions that
“do not correspond” because they are pathological, and other regions where the
anatomy in the two images is just a little different.

2.1.4 Our approach

In summary, in our opinion the algorithm requirements are the following:

1. In order to avoid tedious pre-segmentation steps to which the algorithm may
potentially be very sensible, the similarity of the two images should be esti-
mated by directly using the voxel intensities as features. Therefore, the al-
gorithm will constantly try to “pair” each voxel from one image with some
voxel from the other.

2. A dense displacement field guarantees that the transformation can be po-
tentially represented at it maximal level of detail all over the image space.
This field undergoes a regularization (“smoothing”) step which controls the
local level of detail/regularity. This choice provides a flexible transforma-
tion model, while still giving the ability to estimate it in a multiresolution
manner. As described in the following chapters, the algorithms allowing
to locally control the level of resolution are very fast. Furthermore, since a
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displacement is explicitly described for each voxel, this approach may poten-
tially enable the introduction of geometric information at a low cost (Cachier
et al. (2001)).

Following a classification of registration algorithm presented by Cachier (2002),
we call this class of algorithms “pair-and-smooth”.

2.2 The pair-and-smooth approach

Numerous pair-and-smooth algorithms have been proposed in the last decade, and
the technique is relatively mature. This section performs a brief synthesis of the
most important algorithms that will serve as a basis for the developments proposed
in this thesis.

2.2.1 A summary of existing pair-and-smooth methods

In order to ensure the invertibility of the recovered transformation, Christensen
et al. (1996) proposed a nonlinear registration algorithm based on a physical fluid
dynamics model of deformation (Christensen et al. (1994a,b)). The algorithm uses
three displacement fields, which are all initialized to 0: the final displacement U ,
and two intermediate ones (u and v). The displacement is estimated through a
four-step iterative process:

1. Perform a gradient descent step on the SSD similarity criterion between I
and J ◦ U in order to recover a small correction field u.

2. Compute the velocity field v using the Navier-Stokes equation1 with u as the
external force

µ∆v + (λ + µ)∇(∇ · v) + u = 0

3. Compute the associated perturbation R in the Eulerian framework (where τ
is the time step, and ∇U is the Jacobian matrix field of U ).

R = τ(v +∇UT v)

4. Compute the Jacobian of the perturbed field U + R. If the Jacobian is close
to being negative in some places, then the updated field U +R is in danger of
not being invertible. If so, update the displacement field through composition
as U ← U ◦(τv) and reinitialize v to 0. Otherwise, update it through explicit
Euler integration: U ← U + R.

1The model has been simplified by neglecting the pressure gradient and the inertial terms.
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5. Go to step 1.

The procedure which ensures that the recovered transformation is a diffeomor-
phism is called "regridding": the time integration is performed in the Eulerian
framework; and if the Jacobian of the transformation is in danger of becoming
negative, the non-invertibility is avoided by using composition rather than explicit
Euler integration. Although the invertibility of the transformation is ensured, the
model has two drawbacks. First, although the recovered displacement field is a
diffeomorphism, the purely fluid model of deformation (allowing very large defor-
mations) may locally bring the transformation very close to singularity: a Jacobian
that, although positive, is very close to 0 (a large volume contraction) or very large
(a large volume expansion). This amounts to huge volume contractions or expan-
sions. Second, there are two reasons for which the algorithm is extremely slow:

1. The Navier-Stokes equation is solved through successive overrelaxation (Chris-
tensen et al. (1994a)), which computes an accurately fluid model at the ex-
pense of a large computation time.

2. The method requires at each iteration the computation of the Jacobian matrix
of the displacement field, which is computationally very expensive.

Hence, Christensen et al. (1994a) report computation times that are as large as 2
hours on a 128× 128 MasPar computer and 1.4 days for a MIPS R8000 processor
for a couple of 128×128×100 images. Bro-Nielsen and Gramkow (1996) propose
a faster version of the algorithm by implementing the fluid model as a convolution
filter rather than by successive overrelaxation. This has reportedly decreased the
computation time by an order of magnitude.

Lester et al. (1999) extended the fluid registration algorithm proposed by Chris-
tensen et al. (1994a) to variable viscosity. They model the image space as a in-
homogeneous fluid, whose viscosity varies spatially. The method uses the suc-
cessive over-relaxation method to solve the model, which leads to a computation
time penalty. However, as we will see below, being able to model inhomogeneous
deformations is particularly important in multi-subject registration.

Another way to guarantee the invertibility of the transformation is to simultane-
ously compute the transformation and its inverse. This method, developped by
Christensen (1999) (see also Christensen and Johnson (2001) and Johnson and
Christensen (2002)) solves a problem commonly encountered in nonrigid registra-
tion: the transformation that deforms the image I into the image J is not the inverse
of the transformation that deforms the image J into the image I. In practice, this al-
gorithm requires large computation times (e.g. one hour for 256×320 2D images),
and is therefore incompatible with our clinical requirements.
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The demons’ algorithm, proposed by Thirion (1996b), has the advantage of a much
lower computation time, while being an approximation of the method proposed by
Christensen et al. (1994a), as shown by Bro-Nielsen and Gramkow (1996). This
algorithm has been relatively widely used so far (Bricault et al. (1998); Webb et al.
(1999); Prima et al. (1998); Dawant et al. (2002); BachCuadra et al. (2004)). It
optimizes the similarity criterion through a four step alternated minimization:

1. A correction field u is estimated using a renormalized version of the optical
flow

u =
I − J ◦ U

‖∇I‖2 + α(I − J ◦ U)2
∇I

2. The correction field u is regularized using a convolution with a Gaussian.

3. The current displacement field is composed with the correction field U ←
u ◦ U .

This approach eliminates the two performance bottlenecks of Christensen’s fluid
model: the computation of the Jacobian and the resolution of the Navier-Stokes
equation. Furthermore, each iteration of the algorithm is computed in a linear time
with respect to the image size, which was not the case before. However, as shown,
the model does not present any mathematical guarantees of convergence towards
a minimum: the estimation of the correction field decreases the regularity, and the
Gaussian filter decreases the similarity. Therefore, Pennec et al. (1999) and later
Modersitzki (2004) put the algorithm in a variational framework and showed that
it minimizes a global energy. Although different, their methods propose to solve
the registration problem by minimizing energy functions close to the one below:

E = SSD(I, J ◦ U)
︸ ︷︷ ︸

similarity

+γ

∫

Ω
‖∇U‖2

︸ ︷︷ ︸

regularity

(2.1)

under Neumann boundary conditions2 . In this formulation, the optical flow has
been replaced by a normalized gradient descent on the SSD similarity criterion,
whereas the regularity is enforced by decreasing the gradient of the deformation
field. The similarity term (pushing towards better similarity) and the regularity
term (pushing towards a more regular transformation) are linked through a weight
γ.

2The Neumann boundary conditions specify that, on the domain border, the gradient of U is
perpendicular on the normal to the border (∇U

T · ~n, where ~n ⊥ ∂Ω).
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Cachier et al. (2003) introduced auxiliary variables (Cohen (1996)) to formalize
the alternate minimization of the demons’ algorithm, while preserving its compu-
tational efficiency. The energy in Equation 2.1 is reformulated as

E = SSD(I, J ◦ C)
︸ ︷︷ ︸

similarity

+σ

∫

Ω
‖C − U‖2

︸ ︷︷ ︸

link

+γ

∫

Ω
‖∇U‖2

︸ ︷︷ ︸

regularity

As in the previous algorithm, one can remark the presence of similarity and regular-
ity terms. However, the presence of the middle link term separates the two variable
to optimize (C and U ) and guarantees that the total energy diminishes at each gradi-
ent descent step. This link term

∫
‖C − U‖2 enforces the resemblance between the

auxiliary variable C and the displacement field U . The optimization is performed
in two steps. The first part of the criterion (SSD(I, J ◦ C) + σ

∫
‖C − U‖2) is

minimized through gradient descent with respect to C (U being fixed). Then, the
second part (σ

∫
‖C − U‖2+γ

∫
‖∇U‖2) is minimized with respect to U (C being

fixed). This is done by convolution with a Gaussian.

In order to deal with inhomogeneous transformations, Hermosillo et al. (2002)
regularize the transformation using anisotropic diffusion, based on the local image
intensities as done by Nagel and Enkelmann (1986) (also see Alvarez et al. (2000)).
They also derive some multi-modal similarity criteria (mutual information, corre-
lation coefficient and correlation ratio), in order to optimize them through a fast,
gradient-based technique. Chefd’hotel et al. (2002) proposed a similar algorithm,
but using a Gaussian regularization, and showed that it preserves the diffeomor-
phism property on the recovered transformation. A pair and smooth fluid registra-
tion algorithm based on the mutual information and using the convolution with a
Gaussian for regularization has also been proposed by D’Agostino et al. (2003).

2.2.2 A simple pair and smooth algorithm

This section synthesizes the prototype of a pair-and-smooth registration algorithm,
and provides the basis of the method proposed in this manuscript. In order to
clarify the description of our algorithm, our presentation will follow the derivation
of the demons algorithm of Thirion (1998) as presented in Pennec et al. (1999).
The description shows its main weaknesses that we will address in this thesis.

The demons algorithm alternates the maximization of the similarity and the reg-
ularity criteria. The similarity is maximized through a gradient descent that we
describe below, while the regularity is enforced by convolving the deformation
field with a stationary Gaussian. The algorithm can use different similarity criteria,
such as the Smallest Squared Distance (SSD) (Pennec et al. (1999)) or the Local
Correlation Coefficient (Cachier and Pennec (2000)). Since the SSD criterion is
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commonly accepted as a reliable method for monomodal registration, we will use it
as an example throughout this chapter. As we already saw, more powerful similar-
ity metrics for multi-modal registration are described in (Roche et al. (1998, 2000);
Cachier and Pennec (2000); Guimond et al. (2001b); Hermosillo et al. (2002)).

The gradient descent step can be described as follows: given the current value of
the deformation U , the goal is to find a small additive correction u that minimizes
the chosen similarity criterion. A first order Taylor expansion leads to:

SSD(I, J ◦ (U + u)) =

∫

[I(p)− (J ◦ (U + u))(p)]2 dp (2.2)

As by definition
∫

f(p)> u(p) dp is the dot product of the vector functions f and
u, we get by identification:

∇SSD = 2 [(J ◦ U)(p)− I(p)] [(∇J) ◦ U ] (p)

From the Taylor expansion, we can see that the criterion is minimized if we update
the current displacement field Un at iteration n by adding a small fraction ε of the
gradient un = −ε · ∇SSD to obtain Un+1 = Un + un. This first order gradi-
ent descent is usually the evolution equation used in PDE approaches (Hermosillo
et al. (2002)). The demons algorithm corresponds to a slightly more complex sec-
ond order gradient descent scheme where the gradient is renormalized using an
approximation of the second order derivative of the SSD criterion (Pennec et al.
(1999)).

This method is efficient, but it suffers from a major drawback: The additive correc-
tion scheme presented above does not re-compute the gradient of the source image
at each optimization step, but rather resamples it. In Section 2.2.3, we argue that
this additive scheme becomes invalid with large local rotations, and it may lead to
a non-invertible transformation. Therefore, we propose a “compositive scheme”
that tackles all types of displacements and, furthermore, ensures the invertibility of
the recovered transformation.

2.2.3 Recovering large deformations

The additive formulation of the Taylor expansion of the SSD leads to a gradient
descent proportional to the resampled gradient of the source image ∇J , without
changing its direction. In real cases, where the deformation contains large local
rotations, the direction of the gradient of the criterion will slowly become parallel
to the contours of the resampled image J ◦U , thereby diminishing its efficiency at
each iteration. Figure 2.1 presents an example of a 90◦ rotation of a simple image.
At the beginning of the registration, both schemes evolve in similar manners (Fig.
2.1b). However, as the rotation is gradually recovered, the correction field yielded

24



(a) Target im-
age I .

(b) Source im-
age J .

(c) Resampled source
image J ◦ U for an
intermediate correction
field (additive scheme).

(d) Resampled
source image J ◦U

for an intermediate
correction field
(compositive
scheme).

Figure 2.1: Recovering a 90◦ rotation of a simple 2D image (Fig. a) using the
SSD criterion and two correction schemes (additive and compositive). The arrows
indicate the correction field at a certain iteration. At the beginning, the two schemes
exhibit similar behaviors (Fig. b). However, as the rotation is being estimated, the
additive scheme yields corrections which tend to be parallel to the contour lines,
thereby lowering its efficiency (Fig. c). By updating the direction of the correction,
the compositive scheme maintains its efficiency to recover rotations (Fig. d).

by the additive scheme (Fig. 2.1c) gets increasingly parallel to the contour lines
(i.e. perpendicular to the gradient of the image). As the motion perpendicular to
the gradient of the image is not detectable (aperture problem), the corresponding
correction field component does not provide useful information, and the efficiency
of the correction decreases (Fig. 2.1c).

Remark A good quantifier of the efficiency of the correction field is the cosine
of the angle between the deformation force and the local image gradient: if this
angle is 0 (i.e. they are parallel), the force is fully efficient; the force diminishes as
this angle increases.

Following Trouvé (1998), Miller and Younes (2001) and Chefd’hotel et al. (2002),
we replace the addition of the correction and displacement fields U n+1 = Un +un

by the composition of the corresponding transformations. If Id is the identity
transformation, this corresponds to

Id + Un+1 = (Id + Un) ◦ (Id + un) = Id + Un ◦ (Id + un) + un.

Thus, denoting by (U ◦ u)(p) = U(p + u(p)) + u(p) the result of the transforma-
tion composition on the displacement fields, we end up with the update equation
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Un+1 = Un ◦ un. One can remark that a first order Taylor expansion of (U ◦ u)
yields:

(U ◦u)(p) = U(p+u(p))+u(p) = U(p)+∇U(p)T u(p)+u(p)+O(‖u‖2) (2.3)

Therefore, the two schemes are equivalent if the displacement field is locally con-
stant (∇U ≈ 0), which corresponds to a (local) translation.

The goal is now to find the correction field u that minimizes SSD(I, J ◦ (U ◦ u)).
Taking J ′ = J ◦ U , we came back to the additive formulation with U ′ = 0 since
(0 ◦ u) = u. Therefore, we have:

SSD(I, J ◦ (U ◦ u)) = SSD(I, J ′ ◦ (0 + u))) (2.4)

Thus, the major difference with the additive scheme (Eq. 2.2) lies in that we now
take the gradient of the resampled image∇(J◦U) instead of the resampled gradient
of the original image (∇J) ◦U . To summarize, the usual additive scheme consists
in computing the gradient of the SSD at the current displacement field U n and then
to update the displacement using a fraction of this gradient:

Un+1 = Un − ε.2 [J ◦ Un − I] [(∇J) ◦ Un] (2.5)

The equivalent compositive scheme is

Un+1 = Un ◦ (−ε.2 [J ◦ Un − I] [∇(J ◦ Un)]) (2.6)

Remark The fraction ε of the gradient that is taken at each optimization step is
an algorithm parameter. Section 3.2.1 will show a method to automatically tune it.

If we go back to our square example, one can notice in Figure 2.1d the effect
of the gradient of the deformed source image being updated with the composi-
tive scheme: at each iteration, the correction is perpendicular to the contour lines,
which increases the convergence rate. This simple example translates into the gen-
eral case if we consider the two small images as being merely local details of larger
ones. Large local rotations, such as the one presented here, occur rather frequently,
especially in multi-subject registration, and they are difficult to recover by consid-
ering an additive correction field.

Guaranteeing invertibility The compositive scheme has an additional advan-
tage. If the correction u is a homeomorphism at each step, then the total displace-
ment U is also a homeomorphism. What is interesting is that this property still
holds in practice with the discrete composition of displacement fields using tri-
linear interpolation. Moreover, guaranteeing that u is invertible is fairly easy: it
suffices to limit its norm to half of the voxel size. Figure 2.2 presents four voxels
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(a) At each iteration, too
large correction vectors
may yield an uninvertible
transformation.

(b) By limiting the cor-
rection vectors at each
iteration, the recovered
transformation is invert-
ible.

Figure 2.2: Guaranteeing the invertibility of the displacement field.

of a two-dimensional image on a regular grid, and the displacement vectors of the
two lower voxels. If the norms of these vectors are large, they can potentially cross
and cause foldings in the resampled image (Fig. 2.2a). Invertibility of the displace-
ment field can be easily ensured by limiting the norm of these vectors to half of the
voxels size (Fig. 2.2b). This way, even in the worst case scenario, vectors cannot
cross and the displacement field is always invertible. This avoids the computation
of the Jacobian at each iteration, as it is done by Christensen et al. (1996).

Compositive scheme vs. regridding: execution time comparison This section
illustrated the compositive scheme with the SSD criterion, but this may be easily
generalized to other similarity criteria. One may also compare this scheme with
the regridding method used by Christensen et al. (1996), and described in Section
2.2.1. Table 2.1 shows a comparative analysis of the operations required by each of
the three schemes. Assuming a computation time similar for a scalar filtering and
for a scalar resampling (we basically have to sweep the memory for the image val-
ues), we can see that the compositive scheme is only 25% slower than the additive
one, and it takes one third of the time required by a regridding scheme. However,
its accuracy is equivalent to the one of the regridding.

2.3 Discussion

This chapter presented possible existing solutions to the atlas to patient registra-
tion problem in view of the clinical requirements presented in Section 1.1. Both
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Scheme Scalar filtering Scalar resampling
Additive 0 3

Compositive 3 1
Regridding 9 3

Table 2.1: Comparative analysis of the computational complexity of additive, com-
positive and regridding schemes. The compositive scheme is three times faster than
the regridding, while the accuracy is similar.

applications require a nonlinear registration algorithm that has to fulfill several
conditions.

First, the algorithm has to register a subject image with an atlas. In order to sim-
plify the problem, the atlas image was chosen to be of the same modality as the
patient ones. Therefore, we found existing similarity criteria, such as the SSD or
the correlation coefficient to be very efficient. Furthermore, even with a dense dis-
placement field, an invertibility guarantee can be achieved rather easily, with a low
computation time. However, the registration is multisubject, which means that we
will have to address some other issues:

• Sometimes, we know that deformations are highly inhomogeneous in certain
areas, and exhibit a large spatial coherence in others. In Chapter 3, we argue
that the regularization with a uniform Gaussian is not adapted to recover
such deformations, and that elastic models are computationally expensive to
solve. Thus, we propose a faster regularization method that is compatible
with inhomogeneous deformations and has low computation times.

• The above algorithm, like many others, takes all voxels into account in an
equal manner. Based on the observation that some areas in images con-
tribute more relevant information than others, we describe in Chapter 3 a
method that weights the local influence of the correction field in the registra-
tion based on a priori information about the local reliability of the similarity
criterion at each voxel. This method can be adapted to deal with images of
patients with a brain cancer that contain large, contrasted lesions which have
no correspondence in the atlas. Therefore, they tend to misguide the regis-
tration algorithm. In Chapter 3 we propose a method to ignore lesions, and
only concentrate on reliable information.

Second, in certain cases, we are only interested in the surfaces that delimit struc-
tures of interest. We want these surfaces to remain regular after deformation, and
give the rest of the image the freedom to deform. In Chapter 4, we present an
anisotropic regularization method that enforces the regularity of specified surfaces
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during the deformation process. The presented anisotropic constraints can be po-
tentially extended to other type of structures, such as white matter fiber bundles or
sulci.

Last, the algorithm should take a low execution time, in order to be useful to physi-
cians. Since the problem is complex, and we do not want to take the risk of low-
ering the computation time at the expense of the results’ quality, Chapters 5 and 6
propose a parallel implementation on a low cost parallel machine.

29



30



Chapter 3

Fast fluid registration with local
elastic constraints

This chapter provides some solutions for the problems problems described in Chap-
ter 2, arising in multisubject registration. First, we modify the demons registration
energy (Eq. 2.1) in order to account for tissues with space-varying deformability,
and we describe an efficient resolution method. Then, we tackle the problem of the
relative importance of the information in various regions in the images. In order
to achieve reasonable computation times, we describe a fast numerical scheme that
allows to achieve both goals. We present the results of the method on the two appli-
cations described in Chapter 2: the registration of Parkinsonian and tumor-diseased
brain images with an atlas.

3.1 Method

3.1.1 Non-stationary “elastic” regularization based on anatomy

Real deformations are often highly inhomogeneous. When regularizing with a
stationary Gaussian filtering, the amount of regularization is given by the standard
deviation of the filter. This value is either too large, preventing the retrieval of
fine details, or too small, which yields a noisy deformation field in smooth areas.
The solution we propose is to use a priori information about the variability of the
different structures in the images to locally adapt the level of regularization.
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A modification of the energy function for non-stationary regularization

A model that allows us to specify the local degree of regularization is elasticity.
However, the model is complex and solving it can be computationally intensive.
Furthermore, in the multi-subject case, an elastic constraint on the deformation
that links the objects in the two images has no physical justification.

We have seen in the previous chapter (Section 2.2) that the demons algorithm cor-
responds to minimizing the following energy (where Uα is the displacement along
the direction α ∈ x, y, z):

E = SSD(I, J ◦ U)
︸ ︷︷ ︸

similarity term

+γ
∑

α∈{x,y,z}

∫

‖∇Uα‖
2

︸ ︷︷ ︸

regularity term

(3.1)

where SSD is the similarity criterion, and U is the displacement field. The sec-
ond (regularity) term tends to keep local variations of the displacement low, which
imposes a strong correlation of the displacement of neighbor voxels. Optimizing
the regularity term amounts to convolving the displacement field with a Gaussian.
We modified this criterion in order to weight the local spatial correlation (regular-
ization) of the displacement more in some places than in others. If d(x, y, z) is a
spatial field that measures the local importance for the displacements of neighbor
voxels to be correlated, then the energy to minimize becomes

E = SSD(I, J ◦ U) + γ
∑

α∈{x,y,z}

∫

d(x, y, z) ‖∇Uα‖
2 (3.2)

Minimizing the regularity criterion

The new regularity criterion for some direction α has the formulation

Reg(Uα) =

∫

Ω
d 〈∇Uα,∇Uα〉

By expanding Reg(Uα + h), we get

Reg(Uα + h) =

∫

Ω
d 〈∇Uα +∇h,∇Uα +∇h〉

= Reg(Uα) + 2

∫

Ω
〈d∇Uα,∇h〉 +O((∇h)2)
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To compute the gradient of the regularity criterion, we need to relate
∫

Ω 〈d∇Uα,∇h〉
to a term involving only h and not its gradient (namely −

∫

Ω h div(d ∇Uα)). To
achieve that, let us apply the Gauss-Ostrogradsky divergence theorem:

∫

∂Ω
〈h (d∇Uα) , ~n〉 =

∫

Ω
div (h (d∇Uα))

=

∫

Ω
〈∇h, d∇Uα〉+

∫

Ω
h div (d∇Uα)

where ∂Ω is the domain boundary, and ~n is its normal. The last term was obtained
by the standard differentiation of a product: div(h ~v) = 〈∇h,~v〉 + h div(~v). By
assuming the Neumann boundary conditions (〈∇Uα, ~n〉 = 0 on the border ∂Ω of
Ω), the left part of the above expression becomes null (hd is a scalar expression
that can be taken out of the dot product). Thus, we are left with the sought result:

∫

Ω
〈d∇Uα,∇h〉 = −

∫

Ω
h div (d∇Uα)

This means that

Reg(Uα + h)−Reg(Uα) = −2

∫

Ω
h div(d∇Uα) +O(∇h2)

By definition, the gradient field ∇Reg exists if we have for any perturbation h the
equality

Reg(Uα + h) = Reg(Uα) +

∫

Ω
h∇Reg +O(h2)

By identification, we get

∇Reg = −2 div(d∇Uα)

Therefore, a gradient descent on the regularity criterion ∂Uα

∂t
(p) = −∇Reg(p)

leads to the nonstationary heat equation

∂Uα

∂t
(p) = −∇Reg(p) = div(d∇Uα)(p) (3.3)

Discussion

The scalar field d gives the cost of irregularity. If the diffusion field is constant,
Equation 3.3 describes a linear diffusion filter, which can be implemented using a
convolution with a stationary Gaussian. The larger d is, the more important is the
diffusion. By analogy with mechanical deformations, we can call d a stiffness field:
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to fit our purpose of tolerating large deformations in certain areas and small defor-
mations in others, it suffices to give d large values in areas where we expect little
deformations and small values in areas that may contain large ones. In this case,
d also encodes the anatomical knowledge that we have on the deformability of the
tissues. Currently, d is estimated by using region-based segmentation algorithms.
Since d expresses the local stiffness of the target image I , we only need to segment
this image to compute it. However, unlike feature-based registration that needs an
accurate segmentation of the structures to match, our algorithm only needs a fuzzy
segmentation. In Section 3.2.1 we will show a method to automatically estimate
the d field for T1 MRI images of the brain.

The proposed regularization method has a double heuristic motivation. One one
hand, if two points belong to a region that does not changes from one image to
another, their displacements are more correlated than if they belong to a region that
changes a lot. On the other hand, the closer the two points are to each other, the
more their displacements are correlated. Therefore, we use a local regularization:
If a region exhibits a low variation between two different images, then we want it
too deform less and behave in a stiffer manner. On the contrary, highly variable
regions should be able to deform more, and therefore be assigned a lower stiffness.
The choice of a local Gaussian smoothing has a triple motivation:

1. Smoothing by a Gaussian (which is equivalent to our diffusion equation with
a locally constant stiffness) is not far from the simulation of an elastic dis-
placement and it can model it with a reasonable approximation (Bro-Nielsen
(1996)).

2. The strength of the regularity constraint is described by the local value of the
stiffness field d. By tuning this, we can regularize inhomogeneous deforma-
tions that alternate smooth and highly varying regions.

3. As we will see below, solving a diffusion equation is fast and easily imple-
mentable on a parallel system.

3.1.2 Confidence-based weighting of the correction field

The images we register are inevitably noisy. This noise has a strong impact on
the gradient of the similarity criterion, especially in intensity uniform areas where
the local signal to noise ratio is low. When regularizing the displacement, these
spurious values tend to weaken the well defined displacement “forces” located at
edges. The goal of this section is to filter out these unreliable values from the raw
correction field. In this section we assume that the noise that affects the correction
field follows a Gaussian model.
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We use a method inspired by the image-guided anisotropic diffusion (Weickert
(1997)): once the correction field u is computed, its components uα along each
axis are filtered using a nonstationary diffusion PDE:

∂uα

∂t
(p) = div [(1− k(p))∇uα(p)] , where k(p) ∈ [0, 1] (3.4)

Like in the previous section, if k is a spatially constant field, the above equation
amounts to a Gaussian diffusion, which was previously used in similar conditions
(Cachier et al. (2003) and D’Agostino et al. (2003)). If k varies spatially, it mea-
sures the local degree of smoothing applied to uα. For k(p) = 1, the local displace-
ment uα(p) will be locally unaffected by the above partial differential equation. In
case of smaller values for k(p), the correction is locally smoothed. This feature is
particularly well adapted to our problem. In areas where the signal to noise level is
low, we smooth the correction field, thereby attenuating the effects of noise. The k
field measures the local confidence in the similarity criterion.

Points that are reliable landmarks in the source image are those where the neighbor-
hood has a characteristic pattern that cannot be produced by noise. The confidence
can therefore be taken as a measure of the local intensity variability in the source
image, such as the local variance or gradient. This type of measure is static, since
it only has to be computed once, at the beginning of the algorithm. The expres-
sion we used is derived from Weickert (2000) in the case of non-stationary image
diffusion:

k(p) = exp






−c
(
‖∇J(p)‖

λ

)4




 (3.5)

The confidence described in the above equations is close to 1 for large image gra-
dients, and to 0 in uniform areas. λ is a contrast parameter that discriminates low
contrast regions (which are mainly diffused) from high contrast ones (which pre-
serve the edges in the deformation field), and c is a scalar parameter usually taken
around 3.3 (see Weickert (2000)). We show in Section 3.2.1 how these parameters
are tuned.

The confidence field k can also be used to encode some anatomical knowledge: in
certain applications, especially in difficult multi-subject cases, one might choose to
deliberately ignore certain aspects of the images, which could make the registration
fail (e.g. tumors, marker-enhanced regions). In such applications one can impose
the confidence to be null in areas that are considered irrelevant for the registration.

This formulation of the confidence can be understood as being a type of soft feature-
based registration. Indeed, depending on the method used to estimate correspon-
dences, registration algorithms are classified into two main categories. Intensity-
based algorithms treat images as sets of voxels characterized by their intensity
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which contribute in equal measure to the final transformation. Feature-based reg-
istration consists in estimating correspondences by matching geometric structures
in the images, such as surfaces or lines. Our method is somewhere in-between.
Voxels do not have the same weights in the computation of the correspondences.
The ones which are on the edges of significant structures have a larger weight than
the others. By using a kind of fuzzy features extraction, our algorithm is able to
take into account the structures visible in the images, without needing generally
error-prone binary segmentations.

Similar approaches have been used in image registration. Ourselin et al. (2000) es-
timate the correspondences in the case of rigid and affine registration using block-
matching. Only the blocks in the source image that have a variance larger than a
certain threshold are taken into account. The Nagel-Enkelmann operator (Nagel
and Enkelmann (1986)) used in Alvarez et al. (2000) and Hermosillo et al. (2002)
also uses a measure of the local variation of the source image to weight an elastic-
type matching.

3.1.3 Fluid vs. elastic regularization: a viscoelastic model

Our algorithm has two levels of regularization. The first one acts on the correc-
tion field, which can be seen as the velocity field. Thus, its regularization can be
interpreted as a non-stationary viscous fluid constraint. On the contrary, the regu-
larization of the displacement field can be understood as imposing a kind of elastic
behavior. Consequently, the combination of the two regularizations ends up in a
sort of viscoelastic movement. Our terminology is based on the following classifi-
cation of rheological behaviors of all materials:

• Viscous materials: in a purely viscous material all energy added is dissipated
into heat.

• Elastic materials: in a purely elastic material all energy added is stored in the
material.

• Viscoelastic materials: a viscoelastic material exhibits viscous as well as
elastic behavior. Typical examples of viscoelastic materials are bread dough,
polymer melts and artificial or natural gels.

Let us include our coherence-based regularization of the correction field (Eq. 3.4)
in the global energy function of the regularization (Eq. 3.2). In this case, we
consider the correction field u as being the temporal derivative of the displacement
field U . Moreover, since we update at each step U by composing it with u, we
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will see the correction field as the Eulerian derivative of the displacement u =
∂
∂t

U(p, t). The updated energy function is

E = SSD(I, J ◦ U)
︸ ︷︷ ︸

similarity

+β
∑

α∈{x,y,z}

∫

[1− k(x, y, z)]

∥
∥
∥
∥
∇

∂Uα

∂t

∥
∥
∥
∥

2

︸ ︷︷ ︸

fluid regularization

+ γ
∑

α∈{x,y,z}

∫

d(x, y, z) ‖∇Uα‖
2

︸ ︷︷ ︸

elastic regularization

One may ask why this energy function has two level of regularization. In Chris-
tensen et al. (1996), it is argued that, in order to recover large deformations, a fluid
model of deformation is necessary. If we do not take into account the elastic reg-
ularization, our model of deformation can be seen as a fluid one. However, the
purely fluid model has a drawback: it does not preserve the anatomical coherence
of images. Indeed, since there is no constraint on the displacement field itself,
the model allows too large local volume expansions or contractions. Mathemati-
cally, this translates into values of the Jacobian of the transformation that are either
very large or very close to 0. This poses a problem with partial volumes and non-
corresponding structures (e.g. in brain imaging, partial cerebro-spinal fluid/white
matter voxels being transformed into grey nuclei, or structures contracting and
eventually vanishing). Furthermore, when image noise generates spurious gradi-
ents in otherwise uniform areas, strong artifacts appear in the deformation field
inside these regions. These side-effects occur due to the unconstrained nature of
the fluid model when optimizing the similarity (see Section 3.2.3).

The proposed method also bears some resemblance to the variable viscosity regis-
tration proposed by Lester et al. (1999). The main difference resides in the numer-
ical resolution. Whereas Lester et al. (1999) follow a strict mechanical model and
use a complex and time-consuming method such a the successive over-relaxation
to solve it, we believe that in multi-subject registration mechanical simulation is
not particularly adapted: we do not deal with real world deformations. Instead, we
use a more time-efficient approach based on a simpler inhomogeneous regulariza-
tion (non-stationary diffusion) that offers the same functionality (inhomogeneous
deformations) and a low computation time (see Section 3.1.4).

Finally, we experimentally observed that a small amount of elastic regularization
was sufficient to allow a huge decrease of the fluid regularization, leading to a
much faster convergence of the algorithm.
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3.1.4 Numerical implementation

As we have seen, both the confidence-based filtering (Equation 3.4) and the regu-
larization (Equation 3.3) can be described using non-stationary diffusion PDE’s on
scalar fields v (the x, y and z components of U and u). In this section we tackle
the problem of efficiently solving such equations in the isotropic case. A similar
method has been used in Fischer and Modersitzki (1999) and Modersitzki (2004).

Explicit, implicit and semi-implicit schemes

The simplest way to solve a scalar diffusion equation such as
∂v

∂t
= div(d∇v)

on a discrete image v is to compute the derivatives using finite differences and
then reformulate the problem using a matrix vector multiplication. Considering
the image v as a big one dimensional vector of size N containing successively all
its voxels (e.g. N = dimx× dimy × dimz for a 3D image), the derivatives can be
encoded into a big N ×N matrix A, so that we get the explicit scheme:

vt+∆t − vt

∆t
= At vt.

where t is the time and ∆t is the time step. The Laplacian matrix At depends on
the time t if the diffusion field d is time varying.

For this explicit scheme, all the variables on the right side are known at time t, and
the resolution is simply vt+∆t = vt +∆tAt vt. However, such an approach is very
slow, since the time step has to be very small in order to avoid divergence (Weickert
et al. (1998)). This drawback can be avoided by solving the implicit scheme, which
contains on the right side only the variables at the time t + ∆t:

vt+∆t − vt

∆t
= At+∆t vt+∆t

This scheme is guaranteed to be stable for all values of ∆t. However, it is difficult
to solve (since we do not know At+∆t), and therefore a semi-implicit scheme is
often preferred:

vt+∆t − vt

∆t
= At vt+∆t

This amounts to solving the equation

vt+∆t = (IN −∆t At)−1 vt

Appendix A.1 shows a fast algorithm that solves the above linear system in linear
time (w.r.t. to the image size). For more information on the discretization of the
equation itself, the reader should look at Appendix A.2. Appendix A.3 presents the
implementation of the Neumann and Dirichlet boundary conditions.
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The semi-implicit scheme in 3D: AOS

In the three-dimensional case, a problem arises: the matrix to invert is no longer
tridiagonal, which leads to a much higher computation time. In order to address this
problem, Weickert et al. (1998) introduced the Additive Operator Scheme (AOS),
which makes the resolution of the PDE separable, thereby simplifying the compu-
tations. If the filtering operator is separable, we can consider the Laplacian operator
A to be the sum of its projections on the three axes A =

∑

α∈{x,y,z} Aα. Therefore

vt+∆t =



IN −∆t
∑

α∈{x,y,z}

Aα





−1

vt

In the case of non-stationary diffusion, he then used the following approximation,
justified by a Taylor expansion of both members:

vt+∆t =



IN −∆t
∑

α∈{x,y,z}

Aα





−1

vt =
1

3

∑

α∈{x,y,z}

(IN−3∆tAα)−1 vt+O(∆t2)

This reduces the 3D diffusion to three 1D ones, thus replacing the inversion of a
non-tridiagonal matrix with three inversions of tridiagonal ones. In practice, we
obtain in our iterative optimization algorithm an equivalent computational load for
one AOS regularization step and for the computation of the gradient of the similar-
ity criterion. Appendix A.4 describes in more detail the practical implementation
of the Additive Operator Scheme.

3.2 The registration of brain MRI’s from Parkinsonian
patients

We tested our algorithm by registering 10 3D T1-weighted MRI images of Parkin-
sonian patients, such as the ones presented in Figure 3.1. They were all acquired
using the IR-FSPGR (3D acquisition, Inversion Recovery, Fast Spoiled Gradient
Echo) protocol and a field strength of 1.5T. These images were acquired pre-
operatively under stereotactic conditions, in order to select optimal targets for deep
brain stimulation. All images have the same sizes 256 × 256 × 124. In order
to eliminate large displacements that do not reflect anatomical differences, image
couples were affinely registered before the non-rigid registration.
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(a) Target image (sagittal view). (b) Source image (sagittal view).

(c) Stiffness information. (d) Confidence.

Figure 3.1: Registering two T1-MRI images of different subjects. The four images
present the same sagittal slice of the target and source images, and the stiffness and
confidence fields. The images are courtesy of Pr. D. Dormont (Neuro-radiology
Dept., Pitié-Salpétrière Hospital, Paris, France).
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3.2.1 Parameter tuning

Confidence field

We compute the confidence as a function of source image gradient, as described
by Equation 3.5. The values of c and λ are parameters of the algorithm (the way to
tune their values is detailed below in this section). Figure 3.1d presents a slice of
the computed confidence field (k). Its values give the amount of smoothing of the
incremental correction field. In places where these values are low, the correction
field will be smoother (remark that the diffusion is weighted by 1 − k), thereby
making these regions count less in the registration. At each iteration, the confidence
field is resampled into the deformed geometry.

Discussion The standard deviation of the gradient used to compute the confi-
dence is the same as the standard deviation of the gradient used to compute the
deformation force (1.0). This way, we preserve this force field in important areas
on edges, and smooth it in areas where it could be affected by noise.

Stiffness field

In brain images, the shapes of structures like ventricles or gyri are highly varying.
A common problem with non-rigid registration algorithms that use a uniform reg-
ularization is their inability to properly deform the ventricles. In our algorithm,
the regularization allows the use of a higher level of regularization in certain areas
than in others. For choosing the local level of regularization inside a structure, a
good reference would be the relative variability of the structure (normalized by its
size). Computing such a measure is a difficult problem. Our experience showed
that a good choice is to use a level of regularization three times larger within the
brain than in the fluid-dominated areas (inside the cerebro-spinal fluid and image
background). Achieving a fuzzy segmentation of these areas for T1-MRI images of
healthy subjects is rather straightforward, since a simple thresholding gives rather
good results. However, we wanted a more general segmentation method, able to
take into account other modalities, and also brains with pathologies. Thus, we
considered classification algorithms.

In these experiments, we used the fuzzy k-means algorithm (Bezdek (1981); de-
Gruijter and McBratney (1988)) to classify the images into five classes: image
background, cerebro-spinal fluid (CSF), grey matter (GM), white matter (WM)
and fat. If Pback(p), Pcsf (p), Pgm(p), Pwm(p) and Pfat(p) are the fuzzy member-
ships at a voxel p for respectively, the image background, CSF, grey matter, white
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matter and fat classes, we compute the stiffness field (Fig. 3.1c) as:

d(p) = Pgm(p) + Pwm(p) + Pfat(p)

As an input, the classification algorithm needs initial estimates of the average val-
ues of the classes. These protocol parameters are easily specified by the user:
thanks to the graphical interface we have developed, the user visualizes the images
and interactively determines the initial intensity values for each tissue class. They
are used as input parameters (five for each image to register) of the fuzzy k-means
algorithm. The fuzziness index1 was fixed to 2.

Time steps

The result of the registration depends on the similarity gradient descent fraction ε,
the two diffusion (elastic and fluid) time steps, and the parameters c and λ from
Equation 3.5. Manually tuning these parameters can be a tedious task, since regu-
larization and similarity have different units. Our solution is to provide a normal-
ization of the intensities before registration, as follows: From the fuzzy segmenta-
tion that allowed us to compute the stiffness field, we take the average intensity of
the white matter µwm as a reference level, and then apply the following intensity
correction:

Inew =
K

µwm
Iold, where K is a known constant giving the final intensities.

We have experimentally noticed that the normalization procedure described below
for T1-MRI brain images significantly decreases the sensitivity of the algorithm
with respect to these parameters. Once the algorithm parameters are tuned for
a certain value of K , the user does not have to change their values significantly
between two experiments. In fact, all the experiments presented in this chapter
were done using the same values of the parameters (K = 256, c = 3.3, λ = 200,
∆t = 0.2, ε = 0.0005).

3.2.2 Results

The algorithm was run in parallel (see Chapter 5) on a cluster of 15 2GHz Pentium
IV personal computers, linked together through a 1GB/s Ethernet network. For
these images of size 256 × 256 × 124, the computation time was 5 minutes, 11
seconds. For comparison, the same registration on a single machine takes 1 hour.
Figure 3.2 presents a first registration experiment: large anatomical differences are
well recovered by the algorithm, while keeping the transformation invertible and
smooth.

1The fuzziness index represents the degree of fuzziness of the classification and it ranges from 1

to ∞. A fuzziness index of 1 corresponds to a hard partitioning.
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(a) Target image (sagittal view). (b) Source image (sagittal view).

(c) Resampled source image after
registration (compare to image in
Fig. a).

(d) The deformation field (applied
to a regular grid).

(e) Target contours, superimposed
on the source image before regis-
tration.

(f) Target contours, superimposed
on the resampled source image af-
ter registration.

Figure 3.2: Registration experiment: Even if the brains presented in the source
(Fig. b) and target (Fig. a) images are anatomically rather different, the resampled
image after registration (Fig. c) is very close to the target image (Fig. a). The
algorithm is able to recover very well the shapes of the ventricles and the major
sulci. The recovered displacement field (Fig. d) is smooth. The differences are
also presented by superposing contours from the target on the source and resampled
images (see, respectively, Fig. e and f).
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Figures 3.3 and 3.4 present a second and third experiment, using images of different
patients. The result in Figure 3.4 is remarkable in the fact that the algorithm was
able to successfully recover the very large difference that exists in the shape of the
ventricles.

3.2.3 Discussion: fluid vs. elastic registration

In order to verify the assertions made in Section 3.1.3, we ran a fluid-only registra-
tion algorithm, i.e. with no elastic constraints. By comparing the resampled source
image obtained with our visco-elastic registration algorithm with the result of a
purely fluid algorithm, one can see that the former better minimizes the similarity
criterion (Fig. 3.5). This can be explained by the fact that the fluid framework au-
thorizes deformations that are much larger that in the viscoelastic case (Fig. 3.6).
As a consequence, the Jacobian of the transformation obtained through fluid regis-
tration has much more extreme values than in the viscoelastic case, reflecting much
larger volume contractions and expansions (Fig. 3.6).

Our primary objective is not to optimize a similarity criterion, but to recover anatom-
ically meaningful deformations. We have therefore inverted the resulted deforma-
tion field, and applied it to the target image2 (Fig. 3.7). If the registration result
is valid, we should obtain a resampled image that is close to the source image.
Figure 3.7 shows that this is not the case with the fluid registration: beside large
resampling artifacts, the inverted transformation has almost completely eliminated
the putamens of the brain (i.e. reduced to a fraction of a voxel). This leads us to
conclude that, in the general case, fluid registration does not sufficiently preserve
the anatomical coherency of the imaged organs. Figure 3.7 also shows that these
artifacts do not occur with viscoelastic registration.

Contrary to the fluid algorithm, an elastic regularization may prevent algorithms
from recovering large deformations, but it is able to enforce an a priori constraint on
the shapes in the resampled result image. Figure 3.8 presents the result of an elastic
registration, which can be compared with the result of our visco-elastic algorithm.
By comparing with the registration target, one can notice that, by eliminating the
fluid regularization through confidence-based weighting of the correction field, the
algorithm is less able to recover the large shape difference of the ventricles. A
similar result was obtained with a uniform confidence equal to 1.0.

We believe that this is due to the noise in the image intensities, generating “ran-
dom” values of the correction field in uniform intensity areas: a stationary smooth-
ing tends to average out to zero the field in these areas, and also reduces the correct

2Such an inversion of the deformation field is needed, for instance to propagate atlas labels to
patient images when these images are registered into the geometry of the atlas.
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(a) Source image (axial
view).

(b) Target image (axial
view).

(c) Resampled source im-
age after registration (ax-
ial view).

(d) Deformation. (e) Contours before regis-
tration.

(f) Contours after registra-
tion.

Figure 3.3: Second experiment. The figures show the same axial view for all im-
ages. The upper and middle white arrows underline two parts of the ventricles
where the source and target images are particularly different. The lower white ar-
row points to a hole in the skull skin in the source image (Fig. a). This hole is
caused by surgery and is not present in the target image (Fig. b). However, after
registration, the hole was preserved in the resampled image (Fig. c). We believe
that this is the right behavior, since the hole can be consider a part of the image
anatomy. The transformation (Fig. d) is invertible and smooth. Figures e and f al-
low to examine more closely the quality of the result, by comparing target contours
superposed on the source image before and after registration (Fig. e and f).
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(a) Source image (axial
view).

(b) Target image (axial
view).

(c) Resampled source im-
age after registration (ax-
ial view).

(d) Deformation. (e) Contours before regis-
tration.

(f) Contours after registra-
tion.

Figure 3.4: Third experiment: the algorithm is able to compensate very large vari-
ations of the shape of the ventricles. The resampled image (Fig. c) is very close to
the target image (Fig. b), despite very large initial anatomical differences (Fig. e).
The transformation is smooth and invertible (Fig. d).
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(a) Target image. (b) Resampled image af-
ter viscoelastic registra-
tion. SSD = 2.7 · 106

(c) Resampled image
after fluid registration.
SSD = 1.3 · 106

Figure 3.5: Fluid vs. viscoelastic registration: the resampled image obtained by
fluid registration (Fig. c) is slightly closer to the target (Fig. a) than the resampled
image obtained through viscoelastic registration (Fig. b). The similarity criterion
(namely the SSD) has close values in both case.

displacements around the edges. Thus, we observe an excessive adhesiveness of
uniform regions that prevent the edges from achieving their complete displacement.
On the contrary, a non-stationary regularization “extrapolates” the displacement of
the edges to the unreliable uniform areas, leading to a faster and more accurate con-
vergence. This effect is confirmed by a 10% increase in the number of iterations if
no fluid regularization is used or if it is stationary.

The solution we propose in this chapter is hybrid between elastic and fluid registra-
tion. It composes the correction field with the displacement rather than adding it,
and the regularization of the correction follows a fluid model. However, we choose
to perform a selective elastic regularization in the areas where, due to anatomical
reasons, the displacement of neighboring voxels should be coherent. This enables
us to inject in the algorithm some a priori information to constrain the deforma-
tions.

3.3 Pathology-aware registration for 3D conformal radio-
therapy planning

Warping a digital atlas toward a patient image allows the simultaneous segmen-
tation of several structures. This is of great interest for cerebral images, since the
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(a) The transfor-
mation obtained
through viscoelastic
deformation is
smooth.

(b) The fluid defor-
mation field is rather
irregular.

(c) Viscoelastic
registration: the
Jacobian has more
moderate values
(|| log J || < 3.24).

(d) The Jacobian of
the transformation
has extreme values.
(|| log J || < 20.46).

Figure 3.6: Fluid vs. viscoelastic registration: fluid registration results in a dis-
placement field (Fig. b) that is less smooth that the one obtained through vis-
coelastic registration (Fig. a). This leads to extreme values of the Jacobian of the
fluid transformation (Fig. d), reflecting large volume contractions and expansions.
For comparison, the Jacobian of the transformation obtained through viscoelastic
registration indicates much lower volume contractions/expansions, which reflect in
more moderate values of its logarithm (Fig. c).
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(a) Source image
J . The putamen is
barely visible (see
white arrows).

(b) Viscoelastic I ◦
T
−1: the putamen

stays in place.

(c) Fluid I ◦ T
−1 ex-

hibits resampling ar-
tifacts; the putamen
disapeared.

Figure 3.7: Fluid vs. viscoelastic registration: the transformation was inverted and
applied to the target image. Ideally, the resampled image should be identical to the
source (Fig. a). However, this is far from being the case in fluid registration: a
large partial volume effect appeared around the ventricles, and the putamen sim-
ply disappeared, as shown by the white arrows (Fig. c). For comparison, these
problems do not occur with viscoelastic registration (Fig. b).

(a) Registration target. (b) Result using the
confidence-weighted
elastic regularization.

(c) Result using a uniform
fluid regularization.

Figure 3.8: Elastic registration: without fluid regularization, the algorithm is less
able to recover the large shape difference between the two brains. White arrows
show a lower ability of the elastic algorithm to recover deformations around the
ventricles and the skull.
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brain contains a large number of small but important structures (optical nerves, grey
nuclei, etc.). As we saw in Chapter 1, one important application is the conformal
radiotherapy of cerebral tumors, where a precise delineation of all these structures
is required. However, in this case, the variability induced by the tumor or a surgical
resection, that are not present in the digital atlas, prevents an accurate registration
between the atlas and the patient images. Since our registration method allows
to locally control the amount of regularization, we are able to explicitly introduce
those areas in the warping process.

3.3.1 Pathology segmentation

In order to obtain a priori information on the tumor and the surgical resection to
guide the atlas registration, we have to segment these regions in the patient’s brain.
In experiments, we have used methods developed by Commowick (2003) for au-
tomatically delineating respectively the surgical resection and the tumor. The seg-
mentation algorithm mainly uses the information of the joint histogram of T1 and
T2 MR images of the patient and a region-based labeling to compute a binary
mask of the pathology. The entire method, producing a binary mask of the tumor,
is summarized in Appendix B.

3.3.2 Using a-priori anatomical information about the patient

As for every registration algorithm, our method assumes that the chosen similar-
ity metric describes a meaningful correspondence between the two images. This
assumption is of course violated when the patient image contains additional struc-
tures, such as tumors or resections. Since there is no correspondent in the atlas to
each “pathological” voxel in the patient image, we remove the influence of these
voxels from the similarity metric, or more efficiently set their confidence k(p) to
zero. As a consequence, the correspondences in this area will be determined by in-
terpolation from non-pathological neighboring voxels, for which correspondences
can be reliably estimated.

When performing the confidence-weighted filtering of unreliable matches, we as-
sign a null confidence to each voxel inside the pathology. Since we specify the
confidence inside the source image, we use the patient image as the source. After
registration, we inverse the transformation in order to resample the atlas labels in
the geometry of the subject image.
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3.3.3 Experimental results

Our test dataset contains 22 T1-weighted MR images of different patients. After
a preliminary rigid registration, the images are resampled into the atlas geometry
and their sizes are 256 × 256× 60.

The pathology segmentation takes between 1 and 3 minute, and the non-rigid regis-
tration takes about 4 minutes on a cluster of 15 personal computers (2GHz Pentium
IV processors, 1GB/s network), which amounts to a total computation time of 5 to
10 minutes (see Chapter 5). The whole database has been processed. Results have
been visually inspected by a radiotherapist, and appear satisfactory.

Figure 3.9 shows the atlas used for the registration, and its segmentation. The atlas
has been registered with a patient image presenting a large tumor. The pathology
has been automatically segmented. If the tumor is not taken into account in the non-
rigid registration, the displacement field is biased by the tumor. This results in an
erroneous segmentation of the right lenticular nucleus and lateral ventricle. Taking
into consideration the pathology ends up in an interpolated displacement field in
the tumor area. Therefore, the correspondences around the right lenticular nucleus
and lateral ventricle are no longer biased, which leads to a better segmentation.

In Figure 3.10, we present an example where the patient brain has a large surgical
resection, that we segmented using the algorithm of Appendix B. A simple non-
rigid registration is not able to follow the contour of the cerebellum. If we use
the resection segmentation in our algorithm, the segmentation is the cerebellum is
largely improved.

3.3.4 Numerical quantification

Testing the quality of a registration algorithm for a given application is an open
problem. However, testing the quality of a segmentation is more straightforward
when expert segmentations are available. We therefore chose to evaluate the re-
sulting segmentation rather than the registration itself.

We tested the proposed algorithm by registering six patient images towards our at-
las. For each patient image, the atlas segmentation of the brain stem was deformed
into the patient geometry, and compared to manual segmentations performed by
seven clinical experts. The STAPLE (Simultaneous Truth and Performance Level
Estimation) algorithm proposed by Warfield et al. (2004a) was used to numerically
evaluate the specificity and sensitivity of the automatic segmentations of the brain
stem with respect to the expert segmentations. The purpose is to verify that the
specificity and sensitivity offered by the atlas registration algorithm are at least as
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Figure 3.9: Segmentation of a patient image containing a large tumor. (a) Atlas
MRI. (b) Atlas segmentation. (c) Patient image, with large tumor. (d) Tumor seg-
mentation. (e) Recovered deformation field without taking the tumor into account:
the registration is influenced by the tumor. (f) Resampled atlas labels without us-
ing the tumor information: the segmentation fails locally (see black arrows) due to
the tumor. (g) Recovered deformation field when taking the tumor into account:
if the tumor is taken into account, the displacement field is interpolated inside the
tumor area. (h) Resampled atlas labels when using the tumor information: the
introduction of the tumor information leads to a more realistic segmentation.

a b c d

Figure 3.10: Segmentation of a patient image showing a brain tumor resection. (a)
Patient image. (b) Resection segmentation. (c) Result produced by a simple regis-
tration, unaware of the resection. (d) Result produced by our algorithm, exhibiting
a more realistic segmentation of the cerebellum (see white arrows).
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Table 3.1: The reliability of the seven experts and of our atlas registration algo-
rithm. The table shows the specificity and sensitivity of each expert / algorithm,
and their ranks. Higher specificity / sensitivity and lower ranks are better.

Specificity Specificity rank Sensitivity Sensitivity rank
Expert 1 0,841 4 0,941 3
Expert 2 0,852 3 0,859 7
Expert 3 0,789 6 0,905 5
Expert 4 0,325 8 0,988 1
Expert 5 0,693 7 0,981 2
Expert 6 0,860 2 0,870 6
Expert 7 0,900 1 0,909 4

Average expert 0,751 0,922
Our algorithm 0,813 5 0,839 8

good as the ones achieved by the clinical experts. Furthermore, we would like the
results to be reproducible, so that we can provide a reasonable guarantee of result.

The sensitivity and specificity measures achieved by seven experts and one regis-
tration algorithm on six patients represent a large amount of information. Thus, we
chose to present two indicators that seem more appropriate to us:

• The reliability of an expert or algorithm represents its average specificity /
sensitivity on a population of patients.

• The unpredictability of an expert or algorithm represents the standard devi-
ation of the specificity / sensitivity on a population of patients. Discussions
with physicians showed us that this indicator is important in practical use:
a lower unpredictability means that the worst case scenario of the algorithm
failing completely is less likely to happen3 .

Table 3.1 presents the reliability of the experts and the registration algorithm. It
shows that our algorithms has a slightly higher specificity and a slightly lower sen-
sitivity than the average expert. Both the specificity and sensitivity of the algorithm
are comparable with the one achieved by the experts.

Table 3.2 on the next page shows the unpredictability of the experts and of our
algorithm. Again, the unpredictability of the algorithm is comparable with the one
of the experts, and is lower than the average expert.

3Of course, an algorithm with a bad reliability and a good predictability is not desirable: it would
be a “predictably bad” algorithm.
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Table 3.2: The unpredictability of the seven experts and of our atlas registration
algorithm. The table shows the unpredictability of the specificity and the sensi-
tivity of each expert / algorithm, and their ranks. Lower unpredictability on the
specificity / sensitivity and lower ranks are better.

Specificity Specificity rank Sensitivity Sensitivity rank
Expert 1 0,107 6 0,016 2
Expert 2 0,108 7 0,148 8
Expert 3 0,129 8 0,051 6
Expert 4 0,090 3 0,013 1
Expert 5 0,103 5 0,029 3
Expert 6 0,093 4 0,084 7
Expert 7 0,039 1 0,039 5

Average expert 0,096 0,054
Our algorithm 0,067 2 0,034 4

The statistics presented above show that the proposed automatic registration method
gives results of a quality that is comparable with the one achieved by clinical ex-
perts. Furthermore, the results are reproducible from one patient to another.

The measures presented in this section do not concern the distance between the
contours drawn by our algorithm and the real contours. At this point, no measures
where performed about this distance. However, visual inspection showed that we
are under the 2mm limit required by the application.

3.3.5 Discussion

In this section, we described a non-rigid atlas to subject registration algorithm
aimed at automating a brain image segmentation method for conformal radiother-
apy. The main difficulty consists in the unpredictable and huge variability intro-
duced either by the tumor or the surgical resection in the patient image, that has
no correspondent in the digital atlas. These additional structures introduce false
matches in the transformation, and result in a local failure of the registration around
the pathology, that may also lead to errors in the neighborhood because of the reg-
ularization. Our method is based on segmenting the pathology and reducing the
confidence of the voxels inside the pathology. Lowering the confidence in areas
containing pathologies enables us to compute the matches by interpolation in these
areas.

Results show an improvement of the segmentation in the pathology area. In the
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near future, we will validate this method by comparing segmentations produced by
algorithm to ones produced by clinical experts. We expect that our grid implemen-
tation, presented in Chapter 6, will enable the clinical user to transparently use the
computing facilities of our laboratory. We believe this will be very helpful dur-
ing the validation. Another future improvement is the use of our segmentation as
an a priori for the pathology segmentation. An iteration between registration and
segmentation will probably result in additional accuracy gains.
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Chapter 4

Anisotropic regularization

The previous chapter introduced anatomy-based stiffness information into the reg-
istration. In a fluid algorithm, able to estimate very large deformation, the appli-
cation may impose some limitations in order to locally preserve anatomical co-
herency. Until now, the stiffness has been non-stationary (position dependent),
but isotropic: the proposed algorithm cannot take into account direction-dependent
elastic constraints. This chapter attempts to bring such information into the regis-
tration process.

4.1 Introducing anisotropic regularization

4.1.1 Method

So far, during the optimization process, the current estimate of the displacement
field was continuously regularized with a nonstationary diffusion using the heat
equation

∂U

∂t
= div(d ∇U)

The space-varying d field represents the local stiffness of the tissue: at some point
p, the bigger d(p) is, the less are local deformations authorized. In a multisubject
framework, the “stiffness” is rather virtual, since the registration does not recover
a mechanical deformation.

Here, we attempt to go one step further, and incorporate directional information
into d. If we replace this scalar field by a tensor one (denoted as D), the elastic

57



Figure 4.1: Graphical representation of a 3 × 3 tensor: a 3D ellipsoid. Its ori-
entation is given by the eigenvectors’ coordinate system, while the corresponding
eigenvalues define the size along these axes.

regularization can become direction-dependent. If D(p) is the tensor stiffness at
point p, its singular value decomposition is

D(p) = (e1; e2; e3)





λ1 0 0
0 λ2 0
0 0 λ3



 (e1; e2; e3)
T (4.1)
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are the eigenvectors associated to the eigenvalues λ1, λ2 and λ3. The three eigen-
vectors represent a coordinate system in the 3D space: they have a norm equal to
1 and are all perpendicular on each other. Of course, eigenvectors and eigenvalues
are position dependent. Throughout this chapter, we will use for 3 × 3 tensors a
common graphical representation: the 3D ellipsoid. Its orientation is given by the
tensor’s eigenvectors (which are all perpendicular to each other), and its sizes along
the three axes is given by the corresponding eigenvalues.

In an anisotropic diffusion framework, the three eigenvalues represent the amount
of diffusion along the axes represented by their corresponding eigenvectors. We
can distinguish several levels of complexity:

• The isotropic regularization described in Chapter 3 can be described as a
special case of anisotropic diffusion: all three eigenvalues are equal to the
local scalar stiffness, which is equivalent to the diffusion tensor

D(p) =





d(p) 0 0
0 d(p) 0
0 0 d(p)





This tensor can describe isotropically deformable objects, such as illustrated
in Chapter 3.
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• One may also perform a regularization that is different (but uncorrelated)
along each axis of the image space, leading to a scalar diffusion dx(p), dy(p)
and dz(p) along, respectively, the x, y and z axes. This leads to the following
diffusion tensor:

D(p) =





dx(p) 0 0
0 dy(p) 0
0 0 dz(p)





This direction-dependent diffusion is simple to implement, since the associ-
ated linear operator is separable along three axes. However, since the eigen-
vectors are fixed to be the axes of the coordinate system, this tensor does not
carry enough physical information: there is no reason why in the brain (and,
more generally, in natural objects) structures should be specifically oriented
along the x, y and z axes only.

• In the general case, the three eigenvectors represent a system of coordinates
that is different in each point, and the associated eigenvalues are the diffu-
sivities along the axes of the system (according to Eq. 4.1). Anisotropic
stiffness is useful if we want to specifically regularize 1D or 2D imaged
structures. For instance, when registering brain images, it may be impor-
tant to ensure the consistency of sulcal lines: voxels lying on a relatively
smooth sulcal line should be warped so that their final positions describe a
smooth sulcal line. We will therefore consider for each voxel on a sulcal line
a tensor whose eigenvalue along the local tangent to the line is much larger
than the two eigenvalues along two axes perpendicular on that tangent. In
other cases, we will have to register images containing anatomical structures
with segmented surfaces. We would like these surfaces to be deformed in a
smooth manner, while giving the algorithm the freedom to deform the image
space anywhere else. We leave the tuning of the diffusion tensor for the next
section.

In Section 4.2, we will use this diffusion tensor in order to preserve the shapes of
the structures of interest during the deformation.

4.1.2 Numerical implementation

After replacing the scalar stiffness field d with a tensor field D, the regulariza-
tion step consists in solving the following anisotropic diffusion equation for each
component Uα of the displacement field

∂Uα

∂t
= div(D ∇Uα)
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The Additive Operator Scheme, as presented in Section 3.1.4, is no longer valid for
anisotropic diffusion: the right hand term of the above equation can no longer be
separated into 3 terms, each containing the derivatives of Uα along the directions
x, y and z. Equivalent schemes have been proposed for anisotropic diffusion (We-
ickert (1998); Mrázek and Navara (2001)), but they separate the diffusion along
many directions.

For simplicity, we decided to implement our anisotropic diffusion equation using
an explicit scheme, discretized using finite differences. Although this scheme im-
poses small time steps, its computation time can be considerably diminished, since
a parallel implementation is straightforward.

4.2 A thick membrane model

Commonly, anatomical atlases such as the one used for the segmentation of the
central grey nuclei in deep brain stimulation planning, contain an atlas MRI, and
the surfaces of the structures of interest which were delineated by experts. The
displacement of these surfaces must be kept regular, while still allowing them to
deform.

In Chapter 3, we showed that fluid registration can recover very large deforma-
tions, but the estimated deformation does not sufficiently preserve the anatomical
coherency. In this section, we benefit from the fact that we are only interested by
the surfaces of the structures which are segmented in the atlas, and we are less
interested about the anatomical coherency anywhere else. We want the surfaces to
move freely, be highly deformable, but also highly regular, in order for their shapes
to be anatomically correct. Therefore, we use as a starting point a fluid registra-
tion algorithm, which is highly deformable, and in which we introduce a minimum
level of elastic regularization in order to keep surfaces regular. In essence, the idea
is to model the deformation of closed membranes (representing the surfaces of the
structures of interest) in a fluid environment. The fluid can deform freely, both in-
side and outside the membrane. However, the deformation of the membrane should
stay smooth, in order to preserve the shape of the anatomical structure it represents.

Remark We authorize large deformations (a fluid behavior) inside each mem-
brane. This amounts to the interior of the structures of interest deforming freely.
Therefore, the anatomical coherency is no longer enforced inside these structures.
This is not really annoying if, for the clinical application, we do not use knowledge
about eventual subdivisions of the structures of interest. In particular, this is the
case for the planning of the implantation of electrodes for deep brain stimulation,
where we are interested in pinpointing the various grey nuclei.
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4.2.1 Problem presentation on a synthetic example

Figure 4.2 presents a simple example: we want to regularize a sphere surface, and
in the same time minimize the influence of black values surrounding the sphere on
the intensities of the sphere voxels. This situation is encountered on the displace-
ment field, where we would like to regularize the surface of a segmented structure,
but diminish the influence of surrounding areas on it.

By applying the kind of regularization that is performed in Chapter 3 (strong and
uniform inside brain tissues), the white borders are affected by values in smooth
areas, and therefore degraded. The figure also shows the result of an isotropic dif-
fusion, which does not regularize the displacements of voxels inside and outside
the structure. However, since the borders are thin and contain relatively few vox-
els, the diffusion still takes too much into account points surrounding them when
regularizing the displacement of the structure borders. The signal is therefore still
degraded.

A technique commonly used in image denoising is the coherence enhancing anisotropic
diffusion. The image is diffused everywhere, except in areas that have strong gra-
dients. On these “contours”, the image is only diffused in the directions perpendic-
ular to the image gradient, thereby avoiding to smooth out the imaged objects. If u
is the (scalar) image, the structure tensor field is defined as S = Gσ ∗ (∇u∇uT ),
where Gσ is the Gaussian of standard deviation σ. The eigenvector corresponding
to the largest eigenvalue of the structure tensor gives the direction of the largest
intensity variation. In order to enhance the coherency of the contours, the diffusion
tensor D near the edges is built with a small eigenvalue along this largest inten-
sity variation direction. The other eigenvalues (in the plane locally tangent to the
surface) are fairly large. In areas that are not on edges, all eigenvalues are large,
which ensures a large regularization. The process then consists in anisotropically
diffusing the image with the structure tensor ∂u

∂t
= div(D∇u). For a review of

currently existing anisotropic diffusion techniques, we refer the reader to consult
Weickert (1997).

The solution we adopt to obtain a regular sphere without lowering its intensity is
to anisotropically diffuse the sphere image. The diffusion tensor (Fig. 4.3) is small
and isotropic inside and outside the sphere. On the surface of the sphere, the ten-
sors exhibit a large anisotropy: Eigenvalues corresponding to the two eigenvectors
in the plane locally tangent to the sphere are large, thus ensuring that the image
intensity on the sphere is regularized. The third eigenvalue, corresponding to the
normal to the sphere surface is small, thereby preventing the image intensity of the
sphere to be lowered by the influence of surrounding black voxels.
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(a) A slice of a white spheri-
cal thick surface on black back-
ground, affected by 30% noise.

(b) The sphere image was uni-
formly diffused, leading to a
degradation of the intensities of
sphere voxels.

(c) Only the thick surface was
isotropically diffused. The signal
is still degraded.

(d) Only the thick spherical sur-
face was diffused, in the tangent
plane. The signal is not degraded.

Figure 4.2: Regularizing an image of a thick spherical surface (a). By performing
a uniform diffusion (b), the intensity of the points on the spherical surface is de-
graded by surrounding values. Even if we isotropically regularize only the voxels
that lie near the sphere surface (c), the intensity of these voxels is still lowered.
Anisotropic diffusion weighted by the tensor field proposed in Section 4.2.2 regu-
larizes the sphere surface (d), without lowering the intensity on it. Note: in order
to make the sphere visible in the images, the sphere surface is 6 voxels thick.
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Figure 4.3: Diffusion tensors generated from the sphere structure borders. On these
borders, they are large, rather flat and parallel to the surface. They are small and
isotropic anywhere else. The image was “cut” on the visible side, in order to allow
a view on the tensors inside the sphere.
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Algorithm 1 Regularizing structure borders: computation of the diffusion tensor.
This algorithm makes references to Algorithm 2 on the facing page.
for each voxel p do

if p belongs to some surface S (according to Algorithm 2) then
n = normal to the surface of S in p (according to Algorithm 2)
e2 and e3 = two unit vectors perpendicular on n and on each other
λR = the “small” (residual) diffusion
λS = the (large) amount of diffusion on the surface
the diffusion tensor has eigenvalues (λR, λS , λS) and eigenvectors

(n, e2, e3) (Eq. 4.1)
else

the diffusion tensor is isotropic with all eigenvalues equal to λR

end if
end for

4.2.2 Regularizing structure surfaces

We want to ensure that the displacements of the surfaces of the structures of inter-
est deform in a regular manner, while the remainder of the image deforms freely.
We model the surfaces of these structures as elastic membranes in a fluid environ-
ment. In order to let these surfaces behave as close as possible as membranes (in
particular to let them slide over each other), we regularize the displacement of the
surfaces of interest only in their tangent plane. In doing this, we proceed in a man-
ner that is somewhat similar to the coherence enhancing anisotropic diffusion, but
with three major differences: First, our diffusion tensor is estimated based not on
image edges, but on the structure surfaces. Second, the tensor is used to regularize
the displacement field, rather than an image. In our application, we assume that the
regularization of the three displacement coordinates is independent and regularized
using the same tensor. Third, like in the sphere example, we perform a very small
diffusion in areas that are not on the surfaces, rather than a large one. This will
make our algorithm to behave in a very fluid manner everywhere except the struc-
ture surfaces. Therefore, the tensor field is computed using the simple algorithm
1.

Let us apply this method to the registration of an image of a Parkinsonian patient
with the segmented anatomical atlas. Figure 4.4 presents the atlas T1-MR image
with superimposed structures. These structures were manually delineated on his-
tological sections, and then rigidly registered in the MRI geometry. The structures
were only segmented in the left hemisphere of the brain (using radiological image
alignment conventions, the left hemisphere is on the right side of the image in axial
and coronal slices). In order to segment the other hemisphere, the patient image is
mirrored w.r.t. the sagittal plane.

Figure 4.5 presents a detail of the atlas MRI. There are two interesting aspects in
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Algorithm 2 Testing if a point p belongs to a surface S and, if yes, computes the
normal n to the surface. This algorithm is not optimal, since it does not allow to
determine thin surfaces.
letM be a binary mask of the interior of S
let grad(M) be the gradient image ofM, and ‖grad(M)‖ its norm
let gmax be a user supplied gradient threshold
if ‖grad(M)‖ > gmax then

p belongs to the surface S
n = grad(M)/ ‖grad(M)‖

else
p does not belong to the surface S

end if

Figure 4.4: Atlas T1-MR image with some superimposed structures.
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Putamen

(a) Atlas detail: some borders of the grey nu-
clei (e.g. putamen) are barely visible.

inside
Contour

ventricle

(b) Atlas detail with some structures: due
to a missregistration of histological sections
towards atlas, some borders of the nucleus
caudatus are inside the ventricle.

Figure 4.5: A detail of the atlas MRI exhibits some atlas issues: the edges of some
structures (e.g. the putamen) are barely visible (left); contours yielded by expert
segmentation on histological sections are slightly misplaced due to a minor rigid
misregistration between the histological sections and the MRI (right).

this figure: first, the atlas MRI is a post-mortem one, with a very low white mat-
ter/grey matter contrast, and thus the borders of the grey nuclei are sometimes not
distinguishable; second, the rigid registration between the MRI and the stack of
histological sections was not always perfect, which makes the borders of the nu-
cleus caudatus slightly penetrate inside the ventricle. We are currently addressing
these issues.

In the following experiment we only used two structures: the nucleus caudatus
and the putamen. A tensor field was computed based on the borders of these two
structures according to Algorithm 1 (Fig. 4.6). As in the synthetic example, on the
surfaces of the structures tensors are quasi-planar and parallel to the surface. They
are isotropic and very small anywhere else. For the planar tensors, the two “large”
eigenvalues are about 100 times larger that the small one.

Figure 4.7 shows a comparison between the target image (atlas) and the resampled
source (patient) image. The two images are very close, which is a characteristic
of fluid registration. However, another comparison with fluid registration (Fig.
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(a) Norm of the tensor field super-
imposed on a crop of the target im-
age.

(b) Ellipsoid representation of the tensor field. The
visualization represents one tensor every six voxels.

Figure 4.6: Tensor field computed based on the borders of the nucleus caudatus
and the putamen. On structure borders, tensors are quasi-planar and parallel to the
surface (the two “large” eigenvalues are about 100 times larger that the small one).
They are isotropic very small anywhere else.
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(a) Zoom of the patient im-
age (used as the source im-
age in the registration).

(b) Corresponding zoom of
the resampled image (to be
compared to the atlas image
(c)).

(c) Zoom of the atlas (target
image in the registration).

Figure 4.7: Registration result using the proposed anisotropic regularization
method on the surfaces of the putamen and the nucleus caudatus: After registration,
the patient image (a) was deformed into the geometry of the atlas. This resampled
image (b) is very close to the target atlas image (c) despite the source image (a)
being very different.

4.8) shows that the introduction of our regularization method greatly improves the
regularity of segmented surfaces after deformation.

4.2.3 Discussion

The regularization method presented in this section introduces in the fluid regis-
tration a minimum level of regularization in order to preserve the coherency of the
surfaces of desired structures. This is done by modeling these surfaces as elastic
membranes, and let the remainder of the image (interior and exterior of the sur-
faces) behave like a viscous fluid. In order to achieve this effect, we replace the
isotropic regularization by an anisotropic one: close to the structure surfaces, the
diffusion is high, anisotropic and parallel to the surface; it is isotropic and very
small anywhere else. The main advantage of this method is that it gives to the
structures the ability to deform and to move with respect to each other, while still
keeping their surfaces regular. This allows us to cumulate advantages of fluid and
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Figure 4.8: The segmentation of the putamen and nucleus caudatus. The contours
(a) are smooth compared to the ones obtained through fluid registration (b).

elastic registration: the resampled image is very close to the target (as in fluid
registration), and the deformed surfaces are regular (as in elastic registration).

Our experiment underlined some issues remaining to be solved in our approach.
The main problem comes from the relative lack of contrast of the central grey
nuclei: the intensities in the two images do not seem to provide enough information
on the borders of some nuclei. The lack of contrast is particularly acute in the
atlas image which was acquired post-mortem, and thus exhibits an exceptionally
low white matter / grey matter contrast. Future work will have to concentrate on
increasing the contrast of the grey nuclei. We envision two possible sources of
additional information that can be used to match these nuclei:

1. One could use the information of the segmented structures in the atlas in
order to compensate for the lack of contrast. This may allow to artificially
enhance the contrast of the atlas MRI near the surfaces.

2. If more than one image modality is available for both the atlas and the pa-
tient image, a classification method similar to the one presented by Dugas-
Phocion et al. (2004) (based on a multi-modality EM algorithm) could be
used in order to obtain fuzzy maps of white and grey matter. We believe that
these maps provide more reliable information than the raw image intensity.
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Chapter 5

Parallelization

Previous chapters described a non-rigid registration algorithm that is able to real-
istically model the deformations of non-homogeneous organs, such as the brain.
In order to estimate more realistic deformations of these organs, the model uses
a priori knowledge about their deformability. The algorithm uses a dense trans-
formation model that is able to describe fine local deformations. The semi-implicit
Additive Operator Scheme used to perform the non-stationary Gaussian regulariza-
tion insures a relatively low computation time (several tens of minutes, depending
on the image size). However, in hospitals, time is expensive in human and financial
terms. Ideally, the registration should only add a time that is small with respect to
the total amount of time required by the medical intervention. After discussions
with physicians, we estimated that the computation should take no longer than five
minutes. This would bring the computation time down to a “human time”1 of a few
minutes.

The purpose of this chapter is to present a method that accelerates the algorithm
without compromising on its accuracy or its robustness. We want to drastically
reduce the computation time while executing rigorously the same algorithm that
was described in the previous chapters. Since there are no miracle ways to make
a microprocessor execute the same computations in much less time, we used a
parallel computer with several microprocessors to perform the registration.

This chapter begins by a quick presentation of parallel computing and how we can
make the best use of it in order to solve our registration problem (Section 5.1.1).
In Section 5.2, we provide a global view of the parallel implementation. Following
sections detail the parallelization of the algorithm.

1We think a good estimate of how much a user wants to spend waiting for a program to finish is
given by the duration of a coffee break. Writing an e-mail is another reliable estimate :-)
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5.1 A brief overview of parallel computing

5.1.1 Parallel architectures

Technology divides parallel computers into two main classes, depending on the
way the microprocessors synchronize with each other:

• In shared memory computers, all microprocessors have a random access to
the same internal memory. They share a common memory space, in which
any processor can access data in a transparent manner, based only on the
memory address.

• Distributed memory computers contain microprocessors that have their own
private memory. No processor can have a direct access to the memory of
any other processor, and there is no common address space. Instead, the
processors are connected by a communication network. Synchronization
is done by communication: one processor sends data, while another one
receives it. The functional unit containing the processor, its memory and the
network interface is commonly called a node2, or simply a processor.

The two technologies have their own advantages and drawbacks. Since they have a
common address space, shared memory computers are easier to program: all pro-
cessors have access to all the variables in the program. However, it is difficult for a
single memory chip to simultaneously provide data to many processors. This tends
to make shared memory computers inefficient for memory intensive applications
like ours. Technological solutions to avoid this memory bottleneck exist, but they
are financially very expensive. On the contrary, distributed memory computers are
more efficient for memory intensive applications: each memory only “talks” to its
own processor. However, synchronization between processors is much harder to
manage, as there are no shared variables and the programmer has to use explicit
data communications between processors. These communications are easier to de-
scribe if the algorithm has a regular structure: it uses large vectors of data which
are processed in a similar manner.

The registration algorithm described in the previous chapter uses a lot of memory,
but is rather regular. The algorithmic operations performed in order to estimate
the transformation at each point are identical3 . This enables us to use a distributed
memory computer. The machine that we used is a widespread model: a cluster of
workstations. It consists of several workstations (they can be PC’s, Mac’s or Unix
workstations) linked together through a Local Area Network (LAN). This setup is
common in laboratories and hospitals.

2One can imagine a distributed memory computer as a graph where a network edge links each
pair of computational nodes.

3With minor exceptions on the borders.
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5.1.2 The Single-Program-Multiple-Data programming model

Fortunately, the programmer of a distributed memory parallel computer does not
have to explicitly describe the actions of each of its nodes. In the Single-Program-
Multiple-Data model, all nodes execute the same program, but their behavior changes
depending on the local values of internal variables. One important variable is the
rank of the node, an integer that uniquely identifies each node inside a cluster. For
simplicity, we consider the rank to be in the range 0 . . . number of nodes − 1.
We call the node with rank 0 the master of the cluster. Although nothing distin-
guishes this processor from its fellows, it is by convention the one that performs
some special operations, like console or file input and output.

Processors can communicate the contents of internal variables. The communica-
tion is done through messages that are sent by one processors and received by
another. Send and receive operations must correspond to each other. Sometimes
a node has to send the contents of a variable to all the other nodes. We call this
operation a broadcast. For instance, it is common for the master node to read the
input data from a file and then broadcast it to the other nodes.

Many times the internal variables are large arrays. If parallelism is achieved by
having each processor use or compute a part of the elements of such an array, it is
interesting to distribute the array to the nodes. The manner in which the elements
are distributed is called the data decomposition. If initially all elements of the array
are on the same node, they must be scattered to the other nodes in order to obtain
a distributed array. Conversely, the elements of a distributed array can be gathered
to obtain a conventional array inside the memory of a node.

5.2 The parallel structure of the algorithm

Perhaps the most important thing in creating a parallel algorithm is to establish a
data decomposition of the various data arrays that the algorithm uses. This deter-
mines in an essential manner the pattern of communication between the nodes. At
the beginning of the algorithm, the spatial support of the transformation is cut into
subdomains, consisting in parallel stacks of slices, that are distributed to the avail-
able processors (Fig. 5.1). Since the processing nodes only compute the displace-
ment field at the voxels of their own subdomain, the correction field is decomposed
in the same manner as the displacement one.

Thanks to their relatively small size, the two input images may be maintained in the
memory of each node. Since at each iteration the source image is resampled with
an a priori unlimited displacement field, the source image has to be entirely mem-
orized by each node. However, if the SSD similarity criterion is used, a processor
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Figure 5.1: The data decomposition of the displacement and correction fields with
6 processors.

Proc. 1 Proc. 2 Proc. 3 Proc. 4 Proc. 5 Proc. 6

x

z

y

computing a certain vector u(p) of the correction field at a point p only needs the
value of the target image I(p) in the same point p. In this particular case, the target
image can be distributed.

From an algorithmic point of view, we can distinguish 3 logical parts in our method:
the computation of the gradient of the similarity criterion; the composition of the
displacement and correction fields; the Gaussian filtering (required to compute the
gradient of the similarity criterion); and the AOS-based regularizations.

The estimation of the gradient of the SSD at one voxel requires the resampling of
the source image and the computation of the gradient of the resulting image. The
resampling can be done independently in each subdomain since processors know
both images entirely and the transformation of their subdomain.

5.3 Parallel composition of displacement fields

As we have seen in Chapter 2, once a small correction field has been estimated,
it is composed with the current displacement field. This raises an issue in the
parallel implementation: both the correction and displacement field are distributed
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among the processors. The trivial solution is to gather the two fields on processor
0, make it perform the composition, and then scatter the composed field back to
the processors. This algorithm is however inefficient, for two reasons:

1. Each of the fields is fairly large. For instance, if the size of the images
to register is a typical 256 × 256 × 120, the total size of the two fields is
180MB.

2. Even when using a simple trilinear resampling, the composition itself is a
demanding computation, which consists in more than 70 floating point oper-
ations for each voxel.

Therefore, we would like to perform the composition in parallel, without redis-
tributing data. Let us recall that the composition of the two fields is

(U ◦ u)(p) = U(p + u(p)) + u(p)

In our data decomposition, a processor owning the voxel p has to access the cor-
rection field u at the voxel p, and displacement field U at the voxel p+u(p). If the
sizes of the correction vectors were unlimited, the communication pattern would
be very complex, as each processor would have to explicitly request parts of the
deformation field that are owned by the other processors. However, we guaranteed
in Section 2.2.3 the invertibility of the recovered transformation by limiting the
size (in voxels) of each component of the correction field at each iteration to the
interval (−0.5, 0.5). This implies that, in order to compute U(p+u(p)) using a tri-
linear resampling, a processor only has to know the displacement field U in points
that are neighbors of p on the grid. The parallel composition of the two fields is
straightforward:

1. Each processors communicates to its neighbors the displacement vectors of
U lying on the one-voxel-wide borders of its domain. At the end of this
communication step, if a processor has a point p in its domain, it also knows
the displacement field in all neighbors of p.

2. As the components of u(p) are limited in size to 0.5, each processor can now
compute U(p + u(p)) + u(p) for all points p of its domain using a trilinear
resampling.
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5.4 Parallel Gaussian smoothing

Although the regularization is implemented using an AOS-based diffusion, Gaus-
sian filtering is still needed by the algorithm in order to compute the gradient re-
quired by the derivative4 of the similarity criterion ∇SSD = (J ◦T −I)∇(J ◦T ).
Indeed, when computing this derivative of the similarity criterion, it is important to
avoid local minima. Since the derivative of an image containing noise is affected
by that noise, we need to compute a smooth gradient ∇(J ◦T ) of the source image.
Therefore, we have to parallelize an implementation of the Gaussian filtering.

There are at least two ways to reduce the computation time when convolving a
three-dimensional image with a three-dimensional Gaussian. First, one can take
advantage of the separability of the three-dimensional Gaussian5: convolving an
image with it amounts to successively convolving the image with three one-dimensional
Gaussians with the same standard deviation. If we consider a Gaussian of standard
deviation σ as approximately null outside the [−3σ, 3σ] interval, the corresponding
Gaussian filter consists in convolving the image with a cubical kernel of size (6σ)3.
If the voxels are of size 1 × 1 × 1, this amounts to (6σ)3 multiplications for each
voxel. This high dependence of the computation time on the standard deviation
of the Gaussian, hence on the level of regularization, is highly penalizing. How-
ever, a one dimensional Gaussian filter with the same standard deviation consists
in convolving the image with a linear kernel of size 6σ. By taking into account that
the image is filtered three times with one-dimensional kernels, this amounts to 18σ
multiplications for each voxel, and therefore a linear variation of the computational
complexity with the amount of regularization.

Second, Deriche (1992) proposed to replace the convolution with a Gaussian kernel
by a recursive approximation, which achieves a computation time for each voxel
that is constant with respect to the width of the Gaussian. In this section, we begin
by recalling this algorithm, propose two parallel implementations, and finish by a
comparative analysis of their respective algorithmic complexities.

5.4.1 The sequential recursive algorithm

In this section, we recall the recursive implementation of the Gaussian filtering,
as established by Deriche (1992). It will serve as a basis to establish the parallel
algorithm. The main advantage of this algorithm is that, unlike the convolution,
the computation time does not depend on the standard deviation of the Gaussian.
This time depends linearly on the image size.

4In practice, we convolve with the derivative of the Gaussian, but the parallel filtering algorithm
is the same.

5This property is valid for any number of dimensions.
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In one dimension, the Gaussian can be represented by a non-causal filter6. Since
a non-causal filter cannot be implemented in a recursive manner, the algorithm
consists in applying one causal7 and one anti-causal8 filter: assuming h(j) to be
the impulse response of the Gaussian, it is split into a causal part

h+(j) =

{
h(j) if j ≥ 0
0 if j < 0

and an anti-causal part

h−(j) =

{
0 if j ≥ 0
h(j) if j < 0

By minimizing the mean square error between the result of fourth order recursive
filters, and the result of equivalent Gaussian filterings, the algorithm pre-computes
the coefficients αj , βj , γj and ηj of two fourth order recursive filters, depending on
the required standard deviation of the Gaussian. Then, the fourth order causal filter
(5.1) is applied forwards and the corresponding anti-causal filter (5.2) is applied
backwards.

out+i =

j<5
∑

j=0

αjini−j +

j<5
∑

j=1

βjout+i−j (5.1)

out−i =

j<5
∑

j=0

γjini+j +

j<5
∑

j=1

ηjout−i+j (5.2)

The filtered version of the signal is obtained by taking the sum out+ + out− of
the signal filtered by (5.1) and (5.2). In more dimensions, one takes advantage of
the separability property of the Gaussian, and successively filters the image along
all directions. When applying the filter to some image in a certain direction, the
image is decomposed into lines along that direction. Throughout this chapter we
will call the lines along the recursive filtering direction scanlines. Each scanline is
considered as an one-dimensional signal that is filtered independently of the others
using the forwards and backwards scheme (Algorithm 3).

6A filter whose output value at the current time depends not only on the input values at past
moments, but also on the input values at future instants.

7The output values of a causal filter depend only on the input values at past moments.
8Conversely, the output values depend only on the input values at future moments.
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Algorithm 3 Recursive Gaussian filtering.
compute the coefficients αj , βj , γj and ηj depending on σ
for each direction d ∈ {x, y, z} do

for each scanline l along d do
// filter forwards
for each point i in l in increasing order do

//Eq.(5.1)
out+i :=

∑j<5
j=0 αjli−j +

∑j<5
j=1 βjout+i−j

end for
// filter backwards
for each point i in l in decreasing order do

//Eq.(5.2)
out−i :=

∑j<5
j=0 γjli+j +

∑j<5
j=1 ηjout−i+j

end for
// write the result back into the line l
for each point i in l do

li := out+i + out−i
end for

end for
end for

5.4.2 The border sending algorithm

We present below the case of a scalar image. For a vector field, the operation has
to be repeated for each of its components. The Gaussian filter is separable, so
convolving a three dimensional image with an isotropic Gaussian is equivalent to
successively convolving the image with a one-dimensional Gaussian along each
axis. By adopting a block decomposition along one axis only, the filtering along
two directions can be done within each block without any communication. For
filtering along the decomposition axis, one may benefit from the exponential decay
of the Gaussian: a good approximation is to consider the Gaussian as null outside
its [µ − 3σ, µ + 3σ] interval (where we denoted with µ the Gaussian’s mean and
with σ its standard deviation). Therefore, when convolving a one-dimensional
signal with a Gaussian, we can consider that the value of the filtered signal in some
point p depends only of the values of the points of the initial signal within p± 3σ.
This leads to the following simple algorithm (Figure 5.2):

1. Each process sends its borders of width 3σ (in gray in Figure 5.2) to its
neighbors.

2. Each process receives the neighbors’ borders (in dashed grey) and adds them
to its own domain, obtaining an extended domain.

78



Figure 5.2: The send-borders algorithm: Each process sends its 3σ-wide borders
to its neighbors and then filters the enlarged domain.

3. Each node recursively filters its own extended domain and then throws away
the received borders, in order to obtain a domain the size of the initial one.
For efficiency reasons, the convolution with a Gaussian is approximated in-
side each domain by the sequential recursive filter.

This algorithm has two drawbacks: First, the produced results are not rigorously
correct since the value of a Gaussian is not perfectly null outside the 3σ interval.
Using larger borders will make the parallel algorithm less efficient. Second, each
process has to apply the filter to a domain that is larger than its own. And finally,
the amount of data sent through the network is proportional to the filter’s standard
deviation. This is penalizing if the desired level of regularization is high.

5.4.3 A pipeline algorithm

An alternative is to directly parallelize the fourth order recursive implementation
of the Gaussian, as follows. Let us consider the lines of the image along the block
decomposition direction: they can be filtered independently of each other. Due to
the recursive nature of the filter, computing the value of one point depends on the
filtered version of the previous point when filtering forwards, and of the following
point when filtering backwards. This means that the filtering of one single line can-
not be done in parallel. However, different processors can deal with their parts of
different lines simultaneously (Algorithm 4, Figure 5.3): At step 1, the left process
begins processing its part of the first scanline. Meanwhile, processors 2 and 3 wait.
Once processor 1 finished, it can pass on to processor 2 the contents of the 4 points
(since the order of the filter is 4) that processor 2 needs in order to process its first
point of its part of the first scanline. Process 1 filters its part of the second scanline
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Algorithm 4 The pipeline parallel Gaussian recursive filter.
for each direction d do

/* filter forwards */
for each scanline l along d do

if not the first processor along d then
receive from the preceding processor along d its already-filtered last

4 points
end if
filter forwards the line l
if not the last processor along d then

send the last 4 points to the succeeding processor along d
end if

end for
/* filter backwards */
for each scanline l along d do

if not the last processor along d then
receive from the succeeding processor along d its already-filtered first

4 points
end if
filter backwards the line l
if not the first processor along d then

send the first 4 points to the preceding processor along d
end if

end for
end for

while process 2 filters its part of the first scanline and process 3 does nothing. At
the end of this step, process 1 passes the last 4 points of its part of the second scan-
line on to process 2, while the latter one sends the last 4 points of its part of the
first scanline to the third process. This way, all the processes work simultaneously
without filtering one scanline in parallel. The "process pipeline" however takes a
number of steps equal to the number of processes before working at its full capac-
ity. The full acceleration is achieved if the number of lines is much larger then the
number of processes, which is usually true in a cluster of workstations.

5.4.4 Performance analysis

Two methods to achieve parallel recursive Gaussian filtering were proposed. We
now quantify the algorithmic complexity of each of them: computational com-
plexity, network usage and maximal acceleration (when the communication time is
null). We assume below that we are filtering an image of size Nx×Ny×Nz using
M processors. The filter has a standard deviation σ. We assume that computing
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Figure 5.3: The pipeline parallel filtering of a 2D image of 10 lines with 3 proces-
sors. Inside each line, the step at which it is processed is given. At the end of step
5, processor 1 has just finished filtering its part of the fifth line, and is sending the
last 4 points to processor 2. Meanwhile, processor 2 has just finished filtering its
part of the fourth line and is sending its last 4 points to processor 3 who has just
finished filtering its part of the third scanline. At step 6, the three processors will
filter their parts of lines 6, 5 and 4.

the recursive filter (Equations (5.1) and (5.2)) for each point is done in a time t.
This time is the same for the sequential method and the two parallel algorithms.

Computational complexity In the first method, each process filters its own do-
main plus the margins that the neighboring nodes sent. So the computation time
is NyNz

(
Nx

M
+ 6σ

)
· t. The second method does not filter borders, but there is a

pipeline filling and emptying penalty. Therefore the computation time in this case
is NxNyNz

M
t + (M − 1)Nx

M
t.

Network usage Another important quantifier of the algorithmic efficiency is the
total amount of data sent through the network. In the first algorithm, each pro-
cessor sends 3σ-wide borders to its neighbor, so the total amount of data sent by
each processor is 6NyNzσ. As we saw before, the amount of data sent by the
second algorithm does not depend on σ, each processor sending only the last 4
points (original data and filter result). The total amount of data for this algorithm
is 16NyNz .

Finally, let us investigate the number of messages sent. For the first algorithm,
each processor sends only two messages containing the two borders. For the sec-
ond algorithm, the number of messages is larger (2NyNz), which can make the
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Table 5.1: Theoretical performances of the two parallel recursive Gaussian filtering
algorithms.

Quantifier Borders sending algo 1 Pipeline algo 2
Computation time NyNz ·

(
Nx

M
+ 6σ

)
· t

NxNyNz

M
· t + (M − 1)LNx

M
t

Amount of data sent 6NyNzσ 16NyNz

Number of messages 2
2NyNz

L

Maximal acceleration M

1+ 6σM
Nx

M

1+
L(M−1)
NyNz

algorithm inefficient. However, a trade-off between the number of messages to
send and the maximum parallel acceleration can be made as follows: Rather than
sending the last four points of a single line at a time, one can send the last four
points of several lines in a single message at the cost of an increase of the time
necessary to fill the pipeline. If we denote this number of lines with L, the number
of messages for the second algorithm becomes 2NyNz

L
and the computation time

becomes NxNyNz

M
· t + (M − 1)LNx

M
t.

Maximal acceleration Even if we consider a null communication time, the ac-
celeration is not linear in either of the cases. For the first algorithm, one must take
into account the additional time needed to filter the two received borders. There-
fore, the acceleration with M processors is:

A1(M) =
NxNyNz · t

NyNz ·
(

Nx

M
+ 6σ

)
· t

=
M

1 + 6σM
Nx

Notice that for one and two processors, the law above is not true: For one processor
no borders are added (A1(1) = 1), whereas for two processors, only one border is
added per processor (A1(2) = 2/

(

1 + 6σ
Nx

)

).

For the second algorithm, we must take into account the time necessary for filling
and emptying the pipeline:

A2(M) =
NxNyNz · t

(M − 1)LNx

M
t +

NxNyNz

M
t

=
M

1 + L(M−1)
NyNz

Each of the two algorithms can be the most efficient in different situations. The
first algorithm is efficient if the standard deviation of the Gaussian is low and the
connection network has a high latency. The second one is more efficient in sparing
processor time and network bandwidth, especially if the standard deviation of the
filter’s Gaussian is high. The drawback of sending many messages can be dealt
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with by tuning the L parameter (number of lines sent in one message). In practice,
L is determined experimentally, as a function of the network latency: it has high
values when the latency is high, while low latency networks can tolerate small L’s,
thereby improving the maximal acceleration. The second algorithm has another
advantage: The minimum width of a processor domain is 4 points, whereas in the
case of the first algorithm the minimal width is 6σ. This enables our pipeline recur-
sive filtering algorithm to properly work with a much higher number of processors.
Another advantage of the second algorithm is, off course, the fact that it is more
accurate. In our experiments we chose to use the pipeline recursive filtering rather
than the borders sending algorithm.

5.5 Parallel Additive Operator Scheme

In our registration algorithm, the regularization consists in solving a heat equa-
tion. In order to speed up the computation, we use the Additive Operator Scheme
(described in Section 3.1.4). There are already existing implementations of the
AOS on distributed memory parallel computers. Bruhn et al. (2002) propose an
implementation that requires clusters connected through high performance (hence
expensive) networks. At each step, the image that is being filtered is redistributed,
requiring all processors to communicate to each other. This implementation is not
adapted to clusters of PC’s connected through low cost networks.

As we saw in Section 3.1.4, the AOS scheme is separable. If we consider the
diffusion equation (∂U/∂t = div(d ∇U)), the right hand term can be separated
into three terms, each of them depending only on the derivatives of U along one
of the directions x, y and z. This transforms the semi-implicit scheme of the dif-
fusion equation (vt+∆t = (IN − ∆t At)−1

v
t = B−1

v
t) into one that implies

only the inversion of tridiagonal matrices: v
t+∆t = 1

3B−1
x v

t+∆t + 1
3B−1

y v
t+∆t +

1
3B−1

z v
t+∆t. The matrices Bx, By and Bz are either tridiagonal or they can be

transformed into tridiagonal matrices by properly reordering the elements of the
vector v. Along a given axis, the diffusion can be independently performed on
each line (we call line the succession of the voxels encountered in the image when
only one coordinate parameter does vary). Since we cut the support of our trans-
formation into subdomains that are parallel stacks of slices (say perpendicular to
the x direction), there are two directions for which all processors work entirely
in parallel (the y and z axis), without any need for communication. We are left
with the x direction, perpendicular to the domain decomposition, and along which
all the lines are distributed among the processors. Let us describe the inversion
of the matrix Bx. A line w along the x axis can be seen as a projection of size
dimx of our previous “big image vector” v. Let BW be the corresponding projec-
tion (of size dimx × dimx) of the matrix Bx. For each line w, we have to solve
w

t+∆t = B−1
W

w
t. Since the matrix BW is tridiagonal, its inversion can be done
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using the Thomas algorithm (see Appendix A.1). The main remaining difficulty
is that no parallel processing is possible on a single line along that axis due to the
recursive nature of the Thomas algorithm. However, we have several lines to pro-
cess. Furthermore, the Thomas algorithm is a first order recursive filter with one
causal and one anticausal part. Algorithmically, this is very similar to the struc-
ture of the recursive Gaussian filter (described in Section 5.4.1). We will therefore
apply a pipeline parallelization method, such as the one we used for the recursive
Gaussian filter (Section 5.4.3).

A rigorous pseudo-code description of the entire algorithm is given in Algorithm
5. The goal is to invert in parallel M tridiagonal matrices B0, B1, . . . , BM−1 of
size N ×N , on P processors. If we equally distribute each line to all processors,
each processor p is responsible for processing the components αp N

P
+1,...,(p+1) N

P

,
βp N

P
+1,...,(p+1) N

P

, and γp N
P

+1,...,(p+1) N
P

. It also memorizes a part of the elements of
the matrices L and R: the elements of the vectors l, r and m with the same indices.
In order to minimize the total number of messages, we fuse in the algorithm below
the loops that compute the LR decomposition and the forward substitution step.

5.6 Parallel performance

5.6.1 Execution time comparison: stationary vs. non-stationary reg-
ularization

In Chapter 3, we replaced the stationary regularization (through Gaussian filtering)
by a nonstationary diffusion PDE. Unfortunately, the fast implementation of the
stationary Gaussian (Section 5.4.1) can not be used in the case where the degree
of regularity varies spatially. A simple option would consist in implementing our
regularization method through convolution, and locally adapt the standard devia-
tion of the Gaussian kernel. However, this would imply very large computation
times. The AOS-based filter we chose has the advantage of being recursive and
requiring a very low number of operations. In this section, we evaluate the poten-
tial loss of time implied by the evolution from the stationary to the nonstationary
regularization. Four factors are important when evaluating the execution time of a
parallel algorithm: the computational complexity, the amount of memory used, the
total quantity of data communicated through the network and the total number of
messages.

In Table 5.2, we compare our parallel implementation of the AOS-based regulariza-
tion method with the parallel implementation of the recursive Gaussian filter. The
recursive implementation of the Gaussian is a fourth order recursive filter, whereas
the AOS scheme is in essence a first order recursive filter. Since the two parallel
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Algorithm 5 Parallel Additive Operator Scheme

fi := pN
P

+ 1 the first index memorized by processor p
li := (p + 1)N

P
the last index memorized by processor p

// Fused LR decomposition and forward substitution steps
for each matrix j ∈ [0,M − 1] do

if p = 0 then
mj

1 := αj
1 //fi = 1

rj
1 := βj

1

yj
1 := dj

1

else
receive mj

fi−1, βj
fi−1 and yj

fi−1 from processor p− 1

ljfi := γj
fi/m

j
fi−1

mj
fi := αj

fi − ljfiβ
j
fi−1

rj
fi := βj

fi

yj
fi := dj

fi − ljfiy
j
fi−1

end if
for i := fi + 1 to li do

lji := γj
i /m

j
i−1

mj
i := αj

i − lji β
j
i−1

rj
i := βj

i

yj
i := dj

i − lji y
j
i−1

end for
if p 6= P − 1 then

send mj
li, βj

li, and yj
li to processor p + 1

end if
end for
// Backward substitution
for each matrix j ∈ [0,M − 1] do

if p = P − 1 then
uj

N := yj
N/mj

N //li = N
else

receive uj
li+1 from processor p + 1

uj
li :=

(

yj
li − βj

liu
j
li+1

)

/mj
li

end if
for i := li− 1 down to fi do

uj
i :=

(

yj
i − βj

i u
j
i+1

)

/mj
i

end for
if p 6= 0 then

send uj
fi to processor p− 1

end if
end for
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Table 5.2: A performance comparison of the parallel AOS algorithm with respect
to the parallel recursive Gaussian filtering. Bold values indicate indicate gains in
computations, memory need or communications. The values take into account the
fact that the value of each voxel of the transformation is a three-component vector,
which triples the computational complexity, the amount of communicated data and
the memory needed.

AOS Gaussian
Computation (operations/voxel) 24 90

Memory (numbers/voxel) 27 9
Communications (numbers/line) 12 45

Number of messages per line 2 2

algorithms use the same communication pattern, the first order AOS filter sends the
same number of messages as the fourth order Gaussian filter, but each message is
about four times smaller. The AOS filter also needs a lower number of arithmetical
operations. From Table 5.2, one can see that the first order filter performing the
AOS non-stationary diffusion is in every aspect at least as good as the fourth order
Gaussian filter, except for memory use. However, since the memory used by the
two filters is distributed over the different workstations, the extra memory use does
not represent a problem.

5.6.2 Parallel acceleration of the entire algorithm

The computation times of the complete registration algorithm and the parallel ac-
celeration are presented in Figure 5.4, for two images of size 256 × 256 × 120.
By using 15 2 GHz Pentium IV processors, we obtained an acceleration of 11
(reducing the computation time from 40min to 3min30). This can be justified by
the fact that some parts of the algorithm (creation of the image pyramids) are still
sequential. We believe that the minimal time 3min30 makes the algorithm suit-
able for clinical use. Notice that, for some configurations, the acceleration that
was obtained was larger than the number of processors. We link this fact to the
performance of the machines’ memory. Since the algorithm uses large quantities
of memory, cache misses are rather frequent when run sequentially. When spatial
blocks are smaller, cache misses occur much less often, which largely improves the
algorithm performances.

86



0 5 10 15
0

500

1000

1500

2000

2500

Number of processors

E
xe

cu
tio

n 
tim

e 
(s

ec
on

ds
)

(a) Execution time graph.

0 5 10 15
0

5

10

15

Number of processors

A
cc

el
er

at
io

n

Algorithm acceleration
Linear acceleration

(b) Acceleration graph (real vs. theoretical).

Figure 5.4: Performance graphs for the entire parallel algorithm. The algorithm
acceleration (continuous curve, fig. b) is sometimes larger than the linear one (dot-
ted curve, fig. b). We believe that this is due to the memory cache: if the size of the
local data on each processor is smaller, the memory cache becomes more efficient,
and the processor spends much less time parsing the memory. The minimal time
(fig. a) is of 3min30.
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5.7 Conclusion

In order to lower the computation time and make the algorithm more suited to
clinical use, we proposed in this chapter a parallel implementation on a cluster of
personal computers. This hardware platform has a low financial cost, and can be
purchased by many laboratories and hospitals. The parallel algorithm is based on
a data decomposition of a displacement field, and at each step a processor only
communicates with at most two other processors (no costly one-to-many or many-
to-many communications). The result is a very good parallel acceleration, even
when using a relatively large number of processors. This enables the algorithm to
take good advantage of inexpensive but powerful medium-size clusters.

Although it mainly concerns the implementation of the algorithm on a particular
hardware platform (a cluster of PCs), this chapter describes some theoretical con-
tributions regarding the parallel computing for image processing. As such, we de-
scribed novel parallel implementations for two algorithms which are already very
fast: the recursive filter for Gaussian smoothing, and the Additive Operator Scheme
for solving diffusion PDE’s. This enables us to achieve a low computation time (3
minutes 30), which in our opinion fits our initial purpose: execute the algorithm in
an amount of time that a clinical user can spend waiting for the results.
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Chapter 6

Grid implementation

The software described so far is able to register two images in a reasonable amount
of time. However, its usability remains rather low. The user must log into a clus-
ter, upload the input images, run the program through a command line, wait for
the results, download and visualize them. Each of these steps must be performed
separately by the user. This is clearly not the way things are supposed to be in a
clinical environment. In hospitals, physicians are busy treating patients and they
have very little time left for hacking into complex computer systems.

A common way to ease the usage of a software is to embed it into a Graphical User
Interface (GUI). In our case, we would like our GUI to have the following features:

• open and visualize the input images;

• manually set the parameters, and be able to save and load a parameter set;

• start the registration;

• visualize in real time an intermediate result;

• if necessary, stop the process;

• visualize and save the final result.

For a sequential program, building a GUI around it is not an especially difficult
job, and there are well established technologies that transform this task into an in-
teresting engineering problem. However, a setup containing a parallel computer
can be more complex. In order to maximize the computer power and minimize
costs, manufacturers build machines which, even if based on workstation technol-
ogy, have somewhat special designs. For instance, the nodes of the cluster may

89



lack all the components which are not absolutely required in order to compute,
like the graphics card or hard-disk. The direct consequence is their inability to
display graphics. Furthermore, due to their complexity, clusters have special ad-
ministration needs that require permanent professional handling. This places them
outside the clinical environment, in the hands of system administrators inside a
data center. For us, there is a direct consequence: neither of the cluster’s nodes
can display the user interface. An external visualization workstation, placed in the
clinical environment, should be in charge of all user interaction. The purpose of
this chapter is to present a system that connects the visualization module, running
on a clinical workstation, with the registration module, running on a cluster placed
in a data center. Some important additional issues, like speed and security, will
also be addressed.

6.1 System overview

Our system is composed of two interacting modules: the registration software and
the graphics user interface. The registration module performs the computation. It
is run on a parallel computer that usually needs special conditions to operate, such
as air-conditioned rooms. Therefore, such a machine cannot lie next to the user
and is more likely to find a suitable place as a shared resource in a data center than
in an operating or pre-operative planning room. The GUI provides the interaction
between the registration module and the user. It also deals with the visualization
of the three dimensional images involved. For visualization performance reasons,
the GUI must be executed on the user’s computer. The computers running the
two components of our system must be connected through a network. Due to the
different conditions in which these two computers must operate, such a network
may be a long distance one. Moreover, it may be difficult to install additional wires
in the operating room for intra-operative registration. Thus, we want to enable our
service to run through a wireless, hence low bandwidth, network interface.

The purpose of our work is to implement the registration as a grid service able to
connect the clinically useful user interface to a computational center. This interac-
tion has to be sufficiently refined to allow the user to dynamically manipulate the
state of the registration software.

The problem of building grid services to control medical imaging algorithms (such
as registration or segmentation) has been addressed by many research efforts. Burns
et al. (2004b) propose a universal framework (named IXI - Information eXtraction
from Images), which allows to use in an uniform manner a wide range of medi-
cal imaging software (also see Burns et al. (2004a)). The IXI system provides a
centralized access to medical imaging services located all over the world, allowing
users to use and compare the efficiency of many different algorithms.
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For neuroimaging, a similar goal is targeted by the Neurobase project (Barillot
et al. (2004)). In order to facilitate the building of functional cerebral maps (both
under normal and pathological conditions), this project allows to federate multiple
sources of medical data and algorithms under an uniform access framework.

The specific problem of grid-enabling a registration algorithm for clinical usage
was addressed by Ino et al. (2003), who used a high-end cluster connected to the
visualization workstation through a high-bandwidth Wide Area Network (WAN).
We believe that the infrastructure used in this work is not representative of the
one available in most hospitals. Lower end to average clusters and low bandwidth
WAN’s are in our opinion more realistic hardware platforms for any medical grid
service. Moreover, this paper does not address the interactive usability issue that
we believe essential in a clinical environment.

In this chapter, we present a system that enables the interactive use of parallel
registration software running on a remotely located cluster. The presentation em-
phasizes the mechanisms used to connect our user interface to the grid service, and
the security and usability concerns that are raised by such a system.

6.2 Requirements

To summarize, we want to build a registration grid service implemented on a cluster
of PC’s on the (computation) server side, and a graphical interface able to control
it on the user side. In order to connect them, we need a communication library that
fulfills several conditions:

1. The communication library has to be as flexible as possible. If the users
makes two requests A and B to the GUI, and request A is transmitted to the
grid service before request B, it is important that no constraint be imposed
to the responses of the two request. The response to B may arrive before or
after the response to A, and one or both responses may be never sent at all.

2. Communications have to pass through firewalls.

3. The access to the grid service should be secured. A public key authentica-
tion such as RSA fulfills our needs regarding access permissions to the grid
service.

4. Communications should be encrypted. Since confidential medical data is
transmitted through a WAN that is not always under the hospital’s full con-
trol, this data should be encrypted.
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5. The whole system should preserve the anonymity constraints imposed by
current regulations (Herveg and Poullet (2003)). Image files usually contain
information about the subject’s identity. This information should never make
its way to the non-controlled WAN. The solution is to send only the data
necessary for the registration: the image sizes and the image intensity data.

6. In order to maximize the accessibility to the grid service, the communica-
tion library should spare bandwidth. Therefore, each message transmitted
through the WAN should be compressed before sending.

6.3 Technological choice

During the recent years, a vast amount of work has been invested in distributed
computing environments providing standardized and secure communications be-
tween remotely located computers. We review below some of these environments
in view of our application.

6.3.1 Client/server

Several standardized communication methods between a client and a server have
emerged. Recently, older standards, such as RPC and CORBA, have been replaced
by protocols based on XML, which ensure the interoperability between implemen-
tations. The SOAP protocol, used by Web Services (WS) and the Open Grid Ser-
vices Infrastructure (OGSI) (Tuecke et al. (2003); Foster et al. (2002)) has lately
become the communication standard for client/server distributed systems.

Generally, the server interface is described in a dedicated interface description lan-
guage (IDL in CORBA, WSDL in Web Services, GWSDL in OGSI), and the com-
munication interface is generated automatically. The main advantage of such a
system is that, when the client sends a service request to the server, the identifi-
cation of the request and the decoding of its parameters is done in a transparent
manner. We feel that several aspects of client/server systems makes them unsuited
for our task:

First, a client cannot simultaneously communicate with more than one server. This
means that when the server is a parallel software, the client would have to commu-
nicate exclusively with the master node. However, when the master node receives
a request, the identification of the request is done in a transparent manner, outside
the user’s control. Thus, further action would have to be taken in order to forward
the request type to the other nodes. From this point of view, client/server would
not bring additional functionality to the system.
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The client/server system has another major drawback in our case. In this model, the
server’s sole purpose is to answer requests from the client. It cannot send requests
to the client, and it remains idle between processing two successive requests. In
our system, this constraint imposed on the server is too hard.

6.3.2 Message passing

This model, used by basic networking protocols (TCP/IP) and low level grid lay-
ers (Globus I/O), and generally adopted by computation libraries (MPI, PVM),
provides flexible high-performance communications. In TCP/IP, the user has to
explicitly describe the data transfers and the message encoding. Higher level li-
braries (MPI, PVM) facilitate the message encoding and also provide collective
communications (e.g. broadcast). However, these libraries were designed for non-
secured communication between the nodes of a parallel computer. Furthermore,
they are generally unable to pass through firewalls.

We prefer the message passing communication model, since it does not impose any
constraints on the possible actions of the service. Our goal is to create a message
passing library that can provide secured communications and is compatible with
firewalls.

6.4 Method

We designed a message passing library that is able to transmit messages back and
forth between the GUI and each of the nodes running the grid service. Thanks to
compression and encryption, the transmission of messages is fast and secure.

This section provides a resume of the method. More implementation details can be
found in Appendix C.

6.4.1 Communications

In our program, we distinguish between computation messages (exclusively ex-
changed between the nodes of the cluster) and control messages (exchanged be-
tween the parallel program and the GUI). Computation messages are directly com-
municated using MPI’s point-to-point or collective communication subroutines,
and they were explained in Chapter 5. Control messages are programmed as C++
classes containing a message tag that identifies the message, and a message handler
describing the action to execute upon reception. Each message has two methods,
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pack and unpack, that describe the way the message can be packed into a buffer for
sending, or unpacked from a received buffer.

Control messages are sent through communication channels, that encapsulate the
communication protocols. From a programmer’s point of view, these messages are
C++ classes that provide:

• packing and unpacking basic data types (integer and real numbers and ar-
rays) into buffers. These functions are called by the message’s pack and
unpack procedures upon the sending and the receipt of the message.

• sending and receiving the packed buffer.

Until now, we have implemented two channels:

• The long distance channel, currently based on TCP/IP, is used for commu-
nicating between the GUI and the master node. For performance reasons,
this channel transparently compresses the messages before sending. It also
takes care of the endianism difference that might exist between the machines
running the GUI and the cluster.

• The local channel, based on MPI, is used to forward the messages received
by the master node from the GUI to the other nodes of the cluster.

The communication of a message using a channel is done as follows: the message
tag and the message itself are packed into a buffer of the appropriate size and then
sent. Upon receipt, the message tag is decoded and an object of the appropriate
message class is instantiated. The message is unpacked and its associated message
handler is invoked.

In the case where the GUI sends a message to the cluster, the message is first sent to
the master node using the long distance channel, and then distributed by the master
node to the entire cluster using the local channel (see Figure 6.1). The message
handler is subsequently invoked in parallel by all the nodes of the cluster. The
sending of a message by the service to the GUI is performed by the master node of
the cluster.

The architecture we have presented here has the advantage of being modular. Adding
message types or communication channel can be easily done by inheriting the ap-
propriate C++ class.
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Figure 6.1: The visualization workstation communicates with the registration mod-
ule running on a cluster

6.4.2 Security issues

Both the GUI and the grid service are isolated from the rest of the world by fire-
walls. Regarding the long distance channel, three security issues are important:

• Communications must be able to pass through the two firewalls.

• The user must be authenticated before being allowed to use the service.

• Communications should be encrypted.

We use SSH tunneling in order to fulfill these three requirements. If a SSH tunnel
is not created the registration service is not visible by the user. In order to create
the SSH tunnel, the user has to authenticate using a user name and a password
delivered by the service administrator. The tunnel also provides the encryption of
the data flow between the GUI and the service.

Despite all these security mechanisms, a possible anonymity breach can come from
the facial reconstruction that can be done on some MRI images. The solution
would be to modify the images before transmission through the network in a way
that does not affect registration but makes facial reconstruction impossible. We
have not tackled this problem.

6.5 Results

The final system is the following: After user authentication, the GUI enables the
loading and comparative visualization of the images to register. A user interface
button enables the user to contact the grid service and start the registration. During
the process, the user is informed in real time about the status of the algorithm
(small size messages). An intermediate result image (several megabytes of data) is
regularly sent to the GUI which displays it. At any time the user has the option to
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abort the registration. Upon termination of the algorithm, the registration result is
sent back to the GUI.

We have tested our system by running the GUI on a 600MHz Pentium III laptop
equipped with a wireless network interface. The grid service runs on 15 2GHz Pen-
tium IV PC’s linked through a 1GB/s Ethernet network and protected by a firewall
running on a 2GHz Pentium IV PC. All systems run the Linux operating system.
The resolution of the input images is 256x256x124, and their size is 47.2MB. Af-
ter compression, they reach a size of only 3.3MB. The transmission of the input
images takes 39 seconds, including the additional compression and decompression
times. For comparison, if compression is not used, the transmission takes 2 minutes
and 26 seconds. During the execution of the algorithm, each update of the inter-
mediate result takes 18 seconds. The extra time took by the transmission of images
through the network is of about 2 minutes, thus bringing the total registration time
to about 7 minutes. However, thanks to the user interface and the grid service, the
registration software becomes usable in the clinical environment. Thus, we believe
that the two extra minutes in computation time are tolerable.

We also tested our system in a worst case scenario by using a home Asymmetric
DSL connection between the user interface and the grid service. The maximum
transfer rate is 16kB/s from the GUI to the service and 64kB/s from the service
to the GUI. The image upload time is about 3min30, and the result update time is
about 1min30. In this extreme case, the total registration time reaches ten minutes,
including image transfer time. However, this proves that our non-rigid registration
service can be used from almost everywhere with a very modest equipment.

6.6 Discussion

We have presented a technology that potentially enables a clinician to transparently
use a computationally intensive but powerful non-rigid registration algorithm run
by a parallel computer physically located at a large distance. The system combines
the speed and precision provided by the parallel computer to the ease of use of
the physician’s workstation. A graphics interface enables the user to supervise the
execution of the algorithm in real time. In the future, we will modify the system so
that physicians will be able to use their clinical expertise to guide the registration.
We will add an integrated authentication, the automatic creation of the ssh tunnel
and the remote execution of the service by the user. A test in a clinical setup is also
in preparation.

Our non-rigid registration service opens up numerous advanced medical image
analysis applications to the clinical practice, such as the usage of brain atlases or
image guided therapy. However, while medical imaging algorithmic issues have
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mostly been dealt with, grid management problems still have to be addressed.
The most important problem is the standardization. Indeed, while the long dis-
tance TCP/IP channel fulfills its functionality requirements, its integration with
standard security and authentication mechanisms and discovery services is not en-
sured. These aspects have been addressed in existing grid environments, such as the
Globus Toolkit. In the future, we intend to replace the TCP/IP-based long distance
channel with one based on Globus I/O. This would also enable us to replace SSL
certificates and SSH tunneling with the similar but more standardized functionality
provided by the Globus Security Infrastructure.
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Chapter 7

Conclusion

Contributions can be divided in three classes: first, on the introduction of a priori
information into multi-subject nonlinear registration methods; second, on paral-
lel and grid computing methods applied to medical image registration; and third,
on the application of the proposed methods to concrete clinical problems. These
contributions gave rise to 3 publications in international journals (Stefanescu et al.
(2004b,c, 2005)), 3 articles in international peer-reviewed conferences (Stefanescu
et al. (2003a, 2004a); Ourselin et al. (2002)), as well as other conference articles
(Stefanescu et al. (2003b, 2004d)).

7.1 Methodological contributions to nonlinear registration

One of the goals of this thesis was to incorporate a priori knowledge about the
anatomy or the possible pathology of imaged objects into the registration algo-
rithm. The manuscript proposed a “pair-and-smooth” approach that uses a dense
displacement field to describe the transformation, which ensures that it can recover
deformations at the voxel resolution. The algorithm alternates the estimation of
an incremental correction field (based on a similarity criterion) and two level of
regularization (fluid and elastic). The whole process guarantees that the recov-
ered transformation is invertible. The contributions of the thesis are based on three
assumptions. First, we consider that not all voxels in images contribute equally
relevant information to the registration. Voxels close to contours give more reli-
able displacements than voxels in smooth areas. Second, the imaged objects do
not deform homogeneously. And finally, some structures in one image, especially
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pathological ones, do not have correspondents in the other. The anatomical model-
ing is performed through the usage of two fields: a confidence field on the intensity
matches, which weights the importance of the different voxels in the registration
process; and a possibly anisotropic nonstationary stiffness field, which finely tunes
the amount of deformability in the various regions of the images.

Discriminating important voxels We proposed in Section 3.1.2 a method to
limit the influence of unreliable voxels in the registration. Once the incremental
correction field has been computed, a nonstationary diffusion is used to smooth the
incremental corrections that were computed based on irrelevant image voxels. This
creates an interpolation effect in those regions of the displacement field. Experi-
ments showed that this improves the results, and also diminishes the computation
time. The computation time is low, thanks to the usage of the fast semi-implicit
Additive Operator Scheme. This contribution was presented at the MICCAI 2003
conference (Stefanescu et al. (2003a)) and published in Medical Image Analysis
(Stefanescu et al. (2004c)).

Registering images with pathologies When attempting to segment real patient
images by registering them with an anatomical atlas for radiotherapy planning, we
encountered the following problem: the tumor or the possible surgical resection
present in the patient image has no correspondent in the atlas. Therefore, false
correspondences are estimated for points inside the pathology, which leads to a
locally erroneous registration. The solution described in Section 3.3 consists in
giving the pathological voxels a low weight in the registration. Results show that
this tends to interpolate the displacement field inside the tumor from its values
outside it, which prevents potential distortions caused by the pathology. This result
was presented at MICCAI 2004 (Stefanescu et al. (2004a)).

Object deformability is position and direction-dependent Usually, pair and
smooth algorithms perform isotropic and uniform regularization. We introduced in
Chapter 3 an elastic regularization of the displacement field, which is weighted by
a “stiffness” field estimating the local deformability of tissues. The regularization
is implemented as a nonstationary diffusion equation and solved using the AOS.
This realizes a quite good and very fast approximation of an elastic behavior. In
Chapter 4, further information is incorporated into the registration. We show how
directional (tensor) stiffness information can be embedded in the registration by
replacing the isotropic nonstationary regularization with an anisotropic one. This
is used in order to maintain the regularity of specific surfaces in atlas to subject
registration. This contribution was presented at the MICCAI 2003 conference (Ste-
fanescu et al. (2003a)) and published in Medical Image Analysis (Stefanescu et al.
(2004c)).

100



7.2 Parallel and grid computing for medical image regis-
tration

Long computation times may prevent an algorithm from being clinically func-
tional. They become prohibitive if the processing chain in which the algorithm
is embedded contains interactivity. Discussions with physicians suggested that a
good integration means that: the computation time should be of a few minutes; and
it should integrate well into currently existing clinical setups. Moreover, the re-
quired hardware should not be more expensive than common medical equipment.
In order to facilitate the clinical integration of our registration algorithm, we pro-
posed a parallel implementation which ensures a low execution time. This imple-
mentation contains theoretical contributions to parallel computing for image pro-
cessing. The use of grid computing methods allows a large flexibility concerning
the cost and localization of the computing resources.

Parallel computing to reduce computation times Chapter 5 presented a paral-
lel implementation of the registration algorithm on an inexpensive cluster of per-
sonal computers. We proposed not only a practical implementation that reduces
the computation time to only a few minutes, but also theoretical contributions to
parallel computing applied to image processing: our pipeline parallelization strat-
egy of the Gaussian filter and the Additive Operator Schemes can be generalized
to other recursive filters, which are usually optimal sequential filters. The results
were presented at the HealthGrid 2003 conference (Stefanescu et al. (2003b)) and
published in Parallel Processing Letters (Stefanescu et al. (2004b)).

Grid methods to integrate into the clinical setup Despite their low cost, clus-
ters of PC’s are still somewhat incompatible with a clinical usage. Administration
and maintenance costs may incite hospitals to delocalize and share the computing
power. In the same time, registration has to be integrated into currently existing
data processing systems, which supposes a total control of the algorithm. Since
we are dealing with images, this can only be done through a graphical user inter-
face. By using grid computing methods, Chapter 6 presented a system that enables
a visualization workstation in the clinical environment to control the registration
software running on a distant cluster and interact with it in real time. The system
allows a great flexibility: It has been tested with a cluster hundreds of kilometers
away from the user, through a standard network as well as using a home DSL link.
The technology was demonstrated at HealthGrid 2004 (Stefanescu et al. (2004d))
and also described in an article published in Methods of Information in Medicine
(Stefanescu et al. (2005)).
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7.3 Integration into two clinical applications

The registration algorithm was tested for two different clinical applications: the
segmentation of high risk organs for the planning of conformal brain radiotherapy,
and the localization of the central grey nuclei for the planning of the implantation
of electrodes required by deep brain stimulations. Each application was developed
in collaboration with one clinical and one industrial partner. In both cases, the
algorithm has been (or is about to be) evaluated by clinical experts.

Conformal brain radiotherapy In order to segment high risk structures and
avoid their irradiation during the radiotherapy, patient images are registered to-
wards a labeled anatomical atlas. After an initial affine registration, we applied our
nonlinear registration algorithm and subsequently deformed the atlas structures to-
wards the patient geometry. Preliminary measures of the specificity and sensitivity
of the segmentation produced by our atlas to subject registration algorithm show
that these segmentation are of a quality comparable to the one achieved by clinical
experts. This quality is furthermore reproducible from one patient to another.

Furthermore, quantitative comparison on a 22 patients database has been performed
by an independent clinical expert from the Centre Antoine Lacassagne, and our al-
gorithm has been shown to register the brain stem more accurately than both an
affine registration and another elastic registration algorithm. As a consequence,
our nonlinear registration algorithm was integrated into a prototype of a planning
system for conformal brain radiotherapy developed by DosiSoft S.A. The atlas-
based segmentation system, including our nonlinear registration algorithm, will
soon be clinically validated at the Institut Gustave Roussy.

Deep brain stimulation The purpose of the second application is to automati-
cally localize the central grey nuclei, in order to guide the implantation inside them
of electrodes linked to a neurostimulator. The central grey nuclei are segmented
by registering patient images with an anatomical atlas. After an initial affine regis-
tration, the patient and atlas images are nonlinearly registered using the algorithm
described in this thesis. The expert segmentations of the atlas are subsequently
deformed into the patient’s geometry. The grey nuclei being located very near to
the highly deformable ventricles, our anisotropic diffusion regularization allows to
better retrieve the motion and to obtain a better segmentation. The validation of
the system is a future work. We believe that the most clinically significant method
to quantify the validity of the method is to compare the predicted positions of the
implantation targets with their real positions, determined during the intervention.
We expect to perform such a validation in the next months using per-operative data
from the La Pitié Salpêtrière Hospital.
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7.4 Future work

The research presented in this thesis opens the way to several research paths that
need to be explored.

Numerical validation The validation method was mainly application-based, through
the visual inspection and quantification of the result (deformed images and atlas
structures) by a clinical expert. However, a more general validation would be de-
sirable, in order to better understand the strengths and weaknesses of the algorithm,
and compare it with other methods. Since there is little chance to obtain a realistic
ground truth by simulating intersubject differences, we intend to validate the algo-
rithm be examining the atlas segmentations deformed into the patients geometry.
We are currently testing the Simultaneous Truth and Performance Level Estimation
method proposed by Warfield et al. (2004b). Another possible track is the integra-
tion of the algorithm into a currently existing validation framework, such as the
one proposed by Hellier et al. (2003).

Simultaneous usage of different similarity criteria In our approach, a single
similarity criterion (usually the smallest square distance or the local correlation co-
efficient) is used to register a pair of images. However, numerous other measures
have been proposed. While none of them can claim supremacy over the others,
some criterion may prove to be more efficient than others in order to register cer-
tain structures. For instance, regions in images where intensities correspond very
well may be registered with the SSD criterion, while in other areas a multi-modal
measure may be necessary.

Multi-channel registration Some structures (such as the brain’s central grey nu-
clei) exhibit a low contrast in some modalities, such as the T1-MRI. However,
many clinical protocols include the simultaneous acquisition of different modal-
ities, each of them being relevant for some anatomical structures. A similarity
criterion that takes into account not two images, but two sets of images acquired
using different modalities may provide more information about lowly contrasted
structures. Different similarity criteria may be used for each one of these modali-
ties.

Bringing more clinical expertise into the registration Of course, we would
love to be able to report perfect results. However, the quality of registration is not
only dependent on the intensities of voxels, but also on the clinical interpretation
of the image contents. Concerning the later, human expertise is invaluable. Ideally,
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the user should be able to locally correct the registration process, and thus avoid
ambiguity and local minima. Eventually, these correction may be “learned” by the
algorithm which could subsequently avoid the error. Thanks to its short computa-
tion times, the proposed algorithm can potentially be modified in order to be used
in an interactive manner.

Long distance displacement correlation In our current regularization method,
the displacement of a voxel has an influence only on the displacement of its neigh-
bors, and the amount of influence a voxel can have on others decreases with the
distance. It would be interesting to be to be able to impose a kind of correlation
between the displacements of voxels that are far away from each other. This would
enable to use more general statistical information about the displacement of differ-
ent regions inside an object.

Building dynamic atlases Hill et al. (2002) proposed to replace traditional brain
atlases, aiming to compute average brains representative of large segments of the
population, with a dynamic atlas, customized to a specific subject: databases lo-
cated in different clinical centers provide images coming from subjects which have
the same characteristics (age, sex, etc.). The average is then dynamically built
based on these selected images. A fast intersubject registration algorithm, such as
the one proposed in this thesis may prove very helpful, both for the construction
and the usage of such a dynamic atlas.
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Appendix A

Numerical implementation

A.1 Solving the diffusion equation in 1-D

In our algorithm, the regularization consists in solving a non-stationary heat equa-
tion. In the one-dimension case, this can be done using the semi-implicit scheme
vt+∆t = (IN−∆tAt)−1vt (where A is the linear operator corresponding to a finite
difference discretization, as described in the following section A.2). Since we use
finite differences, the value vt+∆t

i at each point of index i depends only on vt+∆t
i−1 ,

vt+∆t
i and vt+∆t

i+1 . Therefore, the matrix At is tridiagonal, and so is IN − ∆t At

(see Appendix A.2). The inversion of a tridiagonal matrix can be achieved using
the Thomas algorithm (Press et al. (1993)), which consists in a LR decomposition
followed by forward and backward substitution steps, as below. For simplicity, we
rename the variables in our equation: B = IN −∆t At, u = vt+∆t, d = vt. The
following first order recursive algorithm operates in linear time:

Given a tridiagonal matrix B, the purpose is to solve the linear system

B u = d

where B is the tri-diagonal matrix

B =










α1 β1

γ2 α2 β2

. . . . . . . . .
γN−1 αN−1 βN−1

γN αN










(A.1)

The first step is the LR decomposition B = LR with L being a lower bidiagonal
matrix and R an upper bidiagonal matrix. If we denote the L and R matrices as
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Algorithm 6 LR decomposition
m1 := α1

r1 := β1

for i := 2, 3, . . . , N :
li := γi/mi−1

mi := αi − li βi−1

ri := βi

Algorithm 7 Resolution of a tridiagonal system. Forward substitution.
y1 := d1

for i := 2, 3, . . . , N :
yi := di − li yi−1

L =








1
l2 1

. . . . . .
lN 1








R =








m1 r1

. . . . . .
mN−1 rN−1

mN








then Algorithm 6 gives the decomposition method. The resolution of the system is
done in two steps: a forward (Algorithm 7) and a backward (Algorithm 8) substi-
tution.

A.2 From diffusion to the linear operator in one dimen-
sion

If v and d are vectors (one-dimensional arrays) and h is the grid size, the finite
difference discretization of the heat equation in a point p of the grid is

Algorithm 8 Resolution of a tridiagonal system. Backward substitution.
uN := yN/mN

for i := N − 1, N − 2, . . . , 1:
ui := (yi − βi ui+1) /mi
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∇(d∇v) |p = ∇d∇u+d
d

2v

dx2
≈

dp+1 − dp−1

2h
·
up+1 − up−1

2h
+dp

vp+1 + vp−1 − 2vp

h2

Thus, the corresponding semi-implicit scheme is

vt+1
p − vt

p

∆t
=

1

h2

(

dp +
dp+1 − dp−1

4

)

vp+1 + (A.2)

+
1

h2

(

dp −
dp+1 − dp−1

4

)

vp−1 −

−
2

h2
dpvp

which leads to an N ×N matrix whose pth line corresponds to point p:

Column 1 . . . p− 2 p− 1 p p + 1 p + 2 . . . N
↓ ↓ ↓ ↓ ↓ ↓ ↓ ↓ ↓

Value 0 . . . 0
dp+

dp+1−dp−1
4

h2 −2
dp

h2

dp−
dp+1−dp−1

4
h2 0 . . . 0

This amounts to the following values for the α, β and γ elements from Eq. A.1:

αp = 1 + 2 ∆t
dp

h2

βp = −∆t
dp −

dp+1−dp−1

4

h2

γp = −∆t
dp +

dp+1−dp−1

4

h2

Remark If the stiffness field d is relatively smooth smooth (‖(dp+1 − dp−1)/4‖ �
‖dp‖), and the above numerical scheme approximates the one of the Laplacian
∂v
∂t

= d∆v:

vt+1
p − vt

p

∆t
=

1

h2
(dpvp+1 + dpvp−1 − 2dpup)

This approximation stands in regions where d is relatively large. If we give d large
values in areas that are “anatomically relevant” and low ones in less interesting
regions, we can use this approximation. For historical reasons, this approximation
is currently used in the current version of the registration software. In the rest of
this appendix, we will also use this simplifying approximation.
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Practical implementation In practice, the resolution of the tridiagonal linear
system on a single processor computer was performed using the LAPACK (Ander-
son et al. (1990)) routine dgtsv.

A.3 Boundary conditions

In this section, we also address the case where the derivatives of the stiffness field
(∇d) are small w.r.t. to the values of the field (d). There are two special cases, at
the first and at the last point. They correspond to the border conditions. When the
diffusion equation is applied to a displacement or correction field, we are mainly
interested by two situations:

1) Dirichlet boundary conditions

The image objects are “attached” to the borders of the image. Numerically, this
amounts to extending with zeros the displacement/correction field outside the im-
age support. This way, the diffusion ensures that the values of the field next to the
borders are always very close to 0. For the first point, the discretization from Eq.
A.2 becomes

vt+1
1 − vt

1

∆t
=

d1

h2
0− 2

d1

h2
vt+1
1 +

d1

h2
vt+1
2

For the last point, the discrete scheme becomes

vt+1
N − vt

N

∆t
=

dN

h2
vt+1
N−1 − 2

dN

h2
vt+1
N +

dN

h2
0

This leads to the following values for the first and last line of the matrix B in Eq.
A.1:

α1 = −2
d1

h2

β1 =
d1

h2

αN = −2
dN

h2

γN =
dN

h2
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2) Neumann boundary conditions

The imaged objects can move freely in the plane tangent to the boundary surface.
In order to achieve this effect, we extend the field outside its domain with the value
of the closest point on the border. For the first point, this leads to

vt+1
1 − vt

1

∆t
=

d1

h2
vt+1
1 − 2

d1

h2
vt+1
1 +

d1

h2
vt+1
2

whereas for the last point the discrete scheme becomes

vt+1
N − vt

N

∆t
=

dN

h2
vt+1
N−1 − 2

dN

h2
vt+1
N +

dN

h2
vt+1
N

By summing in the first equation the two terms containing vt+1
1 , and in the second

equation the two terms containing vt+1
N , we get:

α1 = −
d1

h2

β1 =
d1

h2

αN = −
dN

h2

γN =
dN

h2

A.4 Implementing the AOS in three dimensions

By neglecting the derivatives of d, the diffusion equation in 3D

∂v

∂t
= div(d∇v)

becomes
∂v

∂t
= d ∆v = d

(
∂2v

∂x2
+

∂2v

∂y2
+

∂2v

∂z2

)

By denoting with v[x, y, z] the value of the volume v at point (x, y, z), the dis-
cretization of the above equation is
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vt+1[x, y, z] − vt[x, y, z]

∆t
= d[x, y, z]

(
vt[x + 1, y, z] − 2vt[x, y, z] + vt[x− 1, y, z]

h2
x

+

+
vt[x, y + 1, z] − 2vt[x, y, z] + vt[x, y − 1, z]

h2
y

+

+
vt[x, y, z + 1]− 2vt[x, y, z] + vt[x, y, z − 1]

h2
z

)

In Section A.2 we have seen that the Additive Operator Scheme consists in sepa-
rating the linear operator above along the directions x, y, and z:

vt+1[x, y, z] − vt[x, y, z]

∆t
= d[x, y, z]

(
vt[x + 1, y, z] − 2vt[x, y, z] + vt[x− 1, y, z]

h2
x

)

+

+ d[x, y, z]

(
vt[x, y + 1, z] − 2vt[x, y, z] + vt[x, y − 1, z]

h2
y

)

+

+ d[x, y, z]

(
vt[x, y, z + 1]− 2vt[x, y, z] + vt[x, y, z − 1]

h2
z

)

Therefore, the three operators Ax, Ay and Az (along the x, y, and z directions)
correspond, respectively, to the following one-dimensional schemes:

Ax : vt+1[x,y,z]−vt[x,y,z]
∆t

= d[x,y,z]
h2

x

(
vt[x + 1, y, z] − 2vt[x, y, z] + vt[x− 1, y, z]

)

Ay : vt+1[x,y,z]−vt[x,y,z]
∆t

= d[x,y,z]
h2

y

(
vt[x, y + 1, z] − 2vt[x, y, z] + vt[x, y − 1, z]

)

Az : vt+1[x,y,z]−vt[x,y,z]
∆t

= d[x,y,z]
h2

z

(
vt[x, y, z + 1]− 2vt[x, y, z] + vt[x, y, z − 1]

)

The inversion algorithm for tridiagonal matrices described in Sections A.1 and A.2
is applied in order to separately solve the three tridiagonal systems.
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Appendix B

Segmentation of pathology in
tumor-diseased brains

B.1 Segmentation of a surgical resection

A surgical resection corresponds to an absence of matter in the considered region,
filled with CSF, and possibly connected with the ventricles. Its shape is more
spherical than the other structures of the CSF, and is composed of only one big
connected component. These are the basic properties that we exploit for delineating
the resection.

First, we extract all structures behaving like CSF in the joint MR T1 and T2 his-
togram (low signal in T1 and high signal in T2) by fitting a 2D Gaussian on the
corresponding area of the histogram. Selecting all the voxels whose joint intensity
is statistically compatible gives us an oversized segmentation of CSF which still
contains structures like the eyes and the ventricles. The eyes are quite easy to re-
move since they appear as two isolated connected components. To select them, we
robustly register an atlas with an affine transformation, and remove the connected
components that have an intersection with the eyes of the atlas. To separate the
ventricles from the surgical resection, we use a region labeling algorithm based
on a skeletonization by influence zone (SKIZ) Soille (1999). As this labeling is
sensitive to narrowings in a connected component, it easily classifies the surgi-
cal resection and the ventricle as different regions. The regions that intersect the
ventricles of the atlas are removed as above.

Finally, we have to select the surgical resection region among remaining structures.
The sulci are relatively small with respect to a surgical resection and thus easy to
remove. The main problem comes from the possible presence of a CSF component
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between the brain and the skull due to brain shift during the surgical operation. The
volume of this component may be quite large, but its shape is mostly flat. Thus, we
compute a distance map in each remaining CSF connected component, and select
the one that has the largest inscribed ball radius.

B.2 Delineation of the tumor

Delineating a tumor is a hard task due to the multiple appearances it may have in
the image. The tumor may generate an edema at its frontiers, and contain a necrotic
center. The tumor tissues and the edema usually appear like partial volume (CSF
and grey matter) intensities, while the necrosis resembles the CSF.

Traditional Expectation-Maximization algorithms (Leemput et al. (1999)) fail to
provide good results because of the presence of these tissues. An alternative is to
consider tumor intensities as outliers in this mixture of Gaussians, or to add some
specific classes to model the tumor and edema intensities (Moon et al. (2002)).
As this was often not sufficient, some anatomical knowledge was added, either
by combining geometric priors given by the non-rigid registration of an atlas to
a tissue classification (Kaus et al. (2001)), or by using Markov Random Fields
(Kapur (1999)). Other methods include region growing from a region of interest
delineated by one of the preceding methods using level-sets methods (Ho et al.
(2002)).

All these methods end up in very complex algorithm as they attempt to segment all
the tissues. In our case, we are only interested in the tumor segmentation, so that
we could rely on a very simple mathematical morphology scheme as we developed
in the previous section.

We fit this time a mixture of two Gaussians to the selected region of the joint T1
an T2 intensity histogram: one for the necrotic part of the tumor (which appear
like CSF), and a second one for the tumor tissues and its edema (resembling partial
volume CSF/grey matter). We obtain an oversized segmentation where we need to
remove structures like the sulci or the ventricles without removing interesting parts.
Indeed, we now have CSF and grey matter partial volume voxels, and the necrotic
part of the tumor can be near a region containing CSF. The ventricles and the eyes
are removed like before. Then the remaining part of the segmentation is labeled
into SKIZ zones. Each region is then compared with an a priori statistical atlas of
the CSF to compute the mean probability of belonging to the CSF. A threshold on
this probability allows us to remove the CSF structures like the ventricles or the
sulci. In each of these two steps we also compute a distance map to the CSF of the
statistical atlas in each region to avoid removing regions containing voxels too far
from the expected CSF.
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Appendix C

ClusterConnect: a library for
controlling a parallel program
from a graphics interface

We have grouped our software interface allowing to coordinate a graphics interface
running on a visualization workstation to control a parallel software running on a
distantly located cluster into a library called ClusterConnect.

C.1 Structure

Messages, channels, message tags, collective operations

As stated above, the purpose of this library is the transmission of messages between
a visualization workstation (VW) and the nodes of a cluster. The communication
should fulfill several conditions:

• It must be fast in order to allow numerous large messages.

• It must be secure, since messages may potentially pass through an unsecured
wide area network (WAN).

• Since we want to allow long-distance communications, messages must be
able to pass through firewalls.

• The software interface should be as simple as possible.
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C.2 Software architecture

The main mission of the library is the ability to send a message through a com-
munication channel. Hence, the two main notions, represented by the C++ classes
Message and CommChannel (communication channel).

C.2.1 Communication channels

Communication channels are able to send and receive primitive objects, such as
numbers. This means that 1) they have to manage the “low level” interface of
communication: sending and receiving a flow of bytes stored in a data buffer; 2)
they provide a method to encode numbers into the buffer.

Class hierarchy

Figure C.1 shows the class hierarchy of implemented communication channels.
The base class CommChannel serves as a common interface between them. It
defines the following methods:

• packInt and packFloat: encode a sequence of integers or reals into the
communication buffer.

• unpackInt and unpackFloat: decode a sequence of integers or reals
from the buffer.

• sizeInt and sizeFloat: return the size of the buffer required to encode
a given number of integers or reals. Depending on the encoding method, this
size can vary from the one occupied by the numbers in the memory of the
computer.

• send and receive: transmission of the data buffer.

Remark The unpackInt and unpackFloat functions need to now in ad-
vance the number of numbers they have to recover. Thus, the transmission of a
vector occurs as:

// communicating an integer vector vec of size n
Sender:

114



�����������
	���
�
�
���������� � ������� ��!#" $
���&%�'�(�)
� *
��+�, !#" -." ,��/��" �0-
���������� � 1" 20�3��" �0-
4 " ��" -657��� � ���.89����� � 1" 20�3��" �0- :;�=<�,
" %
>�?
@
A=B#C D E F D�G E H�IKJ�L�G D E M
N O�P P L�G D E Q RSL
TVU�G W
>�?
@
A=B#X�Y U�@
E F D�G E H�IKJ�L�G D E M
N O�P P L�P Y U�@
E Q RSL
TVU�G W
>KO�D�?
@
A=B#C D E F D�G E H�IKJ�L�G D E M
N O�P P L�G D E Q RSL
TVU�G W
>KO�D�?
@
A=B#X�Y U�@
E F D�G E H�IKJ�L�G D E M
N O�P P L�P Y U�@
E Q RSL
TVU�G W
>�J0G Z�H&C D E F D�G E H�IKJ�L�G D E RSL�G D E
>�J0G Z�H&X�Y U�@
E F D�G E H�IKJ�L�G D E RSL�G D E
>�J�H�D W
F�L�[/H�J0J0@#\�H�Q RSL
TVU�G W
>^]9H&A0H�G TVH
F RSL�[/H�J0J0@#\�H�Q

_�`7a b ���
	���
�
�
�c'0,����d��e�f�g ��h;,����
4 '�� � )�- �
8i��e�f�g ��h;,�����:;�=<�,
" %
4 +�)�'�j#g �0-.89��" - ���^!^��" �0-6k&����� ���" �0- *9:;�=<�,
" %
4 +�)�'�j#l�m , )�-.89��" - ���^!^��" �0-6k&����� ��0� m , )�- *9:;�=<�,
" %
4 � �&+�)�'�j#g �0-.89��" - ���^!^��" �0-6k&����� ���" �0- *9:;�=<�,
" %
4 � �&+�)�'�j#l�m , )�-.89��" - ���^!^��" �0-6k&����� ��0� m , )�- *9:;�=<�,
" %
4 !#" 20�7g �0-.89��" - ���^!^��" �0- :;��" �0-
4 !#" 20�7l�m , )�-.89��" - ���^!^��" �0- :;��" �0-
4 !=����%
8i��e�� !0!0)&$���*9:;�=<�,
" %
4 � �&'0�
" <��
8 :;��e�� !0!0)&$���*
4 $���- h;,����K8 :;��e�f�g ��h;,����

�������Kn��7o p&	&qro ���3s#t7s�q6���
������!=,&'�ju�=v�hwf71�,&'�jx��- *
4 '�� � )�- �
8.!=,&'�ju�=v�hwf71�,&'�jx��- *9:;�=<�,
" %
4 +�)�'�j#g �0-.89��" - ���^!^��" �0-6k&����� ���" �0- *9:;�=<�,
" %
4 +�)�'�j#l�m , )�-.89��" - ���^!^��" �0-6k&����� ��0� m , )�- *9:;�=<�,
" %
4 � �&+�)�'�j#g �0-.89��" - ���^!^��" �0-6k&����� ���" �0- *9:;�=<�,
" %
4 � �&+�)�'�j#l�m , )�-.89��" - ���^!^��" �0-6k&����� ��0� m , )�- *9:;�=<�,
" %
4 !#" 20�7g �0-.89��" - ���^!^��" �0- :;��" �0-
4 !#" 20�7l�m , )�-.89��" - ���^!^��" �0- :;��" �0-
4 !=����%
89��� !0!0)&$��3��e�� !0!0)&$���*9:;�=<�,
" %
4 � �&'0�
" <��
8 :;��e�� !0!0)&$���*

Figure C.1: Class diagram for the channel hierarchy.

packInt(1, n)
packInt(n, vec)

Receiver:

unpackInt(1, n)
vec = allocate_vector_of_size(n)
unpackInt(n, vec)

The MPI broadcast channel This channel allows the master node to broadcast
a message to the others. The communication itself is done using the MPI function
MPI_Bcast, which enables the broadcast of simple objects, such as numbers.

The TCP/IP channel It communicates the data buffer through TCP/IP sockets.
Since this channel may have to send data through slow links, the information is first
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Figure C.2: Class diagram for the message hierarchy.

compressed before sending, and transparently decompressed at destination. The
compression/decompression is performed using the zlib library1 , which employs
an algorithm derived from Ziv and Lempel (1977).

C.2.2 Messages

A message is an object containing the data that needs to be transmitted. In gen-
eral, its contents consists of integer or real numbers or vectors. The base class
Message provides a common interface for all messages. A message also con-
tains the algorithm that packs (function encode) or unpacks (function decode)
it from a communication channel’s data buffer. In order to pack or unpack itself
to/from the channel’s buffer, it uses the desired channel’s packInt,packFloat,
unpackInt and unpackFloat methods. Using the channel’s sizeInt and
sizeFloat functions, the size function reports the size of the data buffer
needed to encode the message.

Other message classes are derived from the base class. Figure C.2 shows the exam-
ple of MessageStart, used by the GUI to request de beginning of a registration
job. The data it carries consists (in a simplified vision) in the two input images for
the registration (source and target). The GUI creates one such message, passing
it the two images. The encode, decode and size functions are appropriately
implemented in order to carry the two images.

1http://www.gzip.org/
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Algorithm 9 Receiving a message

1. receive an integer n=the size of the message

2. receive a buffer buf of size n (in bytes)

3. receive the tag of the message, representing its type

4. use the MessageFactory to build an object m of the type corresponding to
the tag

5. use the MessageHandlerFactory to build an appropriate
MessageHandler for the message tag

6. invoke the handle method of the MessageHandler, and pass it the mes-
sage m as a parameter

C.3 Receiving a message

The difficulty in receiving a message consists in the fact that not all messages
contain the same data (see Algorithm 9). Each class representing a message has a
static integer tag. Identifying a message at its receipt is done through its tag, which
is sent through the communication channel prior to the message itself. Upon receipt
of the tag and a data buffer containing the packed message, a message factory is
invoked to create a message object of the type given by the tag. It then calls the
decodemethod of the message which reads the data from the buffer. The message
handler is then invoked.

C.4 GUI to cluster communication

Due to the possible isolation of the visualization workstation from the cluster by
a firewall2, the GUI cannot directly broadcast a message to all the nodes of the
cluster: it can only communicate with the master node. Thus, the message has to
be sent first to the master node, which forwards it to the rest of the cluster. The
system is further complexified by the fact that the communications between, first,
the GUI and the master, and second, the master and the cluster, do not use the same
communication protocol.

The algorithm is described in Figure C.3. A message of an appropriate type is first
created and filled with appropriate data by the GUI (step 1) and a “send” order is

2This situation is present in our test system, where a firewall filters the network traffic between
the visualization workstation and the computers of the cluster.
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issued (step 2). The TCP/IP channel (class TCPChannel) is used to pack the mes-
sage into a buffer (step 3), which is communicated (along with the message tag) to
the master node (step 4) through the TCP/IP channel. Upon its receipt, the message
is unpacked by the master (step 5) as described in Section C.3. Since the message
will be forwarded to the other nodes using an MPI broadcast primitive (instead of
TCP/IP), it is repacked using the MPI broadcast channel (class MPIBChannel)
(step 6) and sent (step 7). At the end, all nodes receive the message which they
decode as in Section C.3 (step 8).

The algorithm has been described here using the TCP/IP protocol to communicate
between the visualization workstation and the master node. However, the archi-
tecture is not dependent on the usage of TCP/IP, and this protocol can be replaced
with a higher performance one. Valid alternatives are Globus I/O and HTTP, but
we didn’t test either of them.
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