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Abstract. We present a method to detect intensity changes in longitu-
dinal volumetric MRI data from patients with multiple sclerosis (MS).
Preprocessing includes spatial and intensity normalization. The intra-
subject intensity normalization is achieved using a polynomial least trim-
med squares method to match the histograms of all images in the series.
Viewing the detection of disease activity in MRI as a change-point prob-
lem, we present two statistical tests and apply them to a patient’s series
of grey-level images on a voxel-by-voxel basis. Results are compared with
manual lesion segmentation for one MS patient scanned approximately
every 5 months for 5 years. Results are also shown for 12 MS patients
with 30 monthly scans.

1 Introduction

Motivation: It has been difficult to evaluate the effect of therapy for patients
with multiple sclerosis (MS) in clinical trials, since it is a complex disease with a
high degree of variability in clinical signs and symptoms that vary over time and
between individuals. The most standard clinical tool used to measure impairment
and disability in MS is the Expanded Disability Status Scale (EDSS). The EDSS
is highly weighted towards motor disability and is notoriously subject to high
inter-rater variability [12,23]. The search for better measures of disease burden
has turned to MRI, since it was the first method to allow direct visualization
of MS plaques in vivo. MRI has had a major impact on the diagnosis [5,16,1]
and understanding of MS [28,14]. Perhaps most importantly, MRI has shown
that clinical measures (attacks) tend to grossly underestimate disease activity,
since new lesions on MRI occur with roughly 10 times the frequency of clinical
attacks [10]. Since T2-weighted lesion volume has been used as a surrogate for
disease burden in MS, and new lesions are indicative of disease activity, we have
been interested in automated techniques for segmentation of active MS lesions.
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Previous work: In the image processing literature, much effort has been dedi-
cated to the development of techniques for the automatic segmentation of brain
structures and lesions in individual MR scans [32,11,27]. For a given patient, a
follow-up of this segmented data through time gives an insight into the course of
the disease, and allows to monitor its evolution [3]. More specifically, focusing on
the evaluation of disease activity, some authors have proposed to use non-rigid
matching techniques and deformation field analysis to discriminate static tissues
from evolving ones between two consecutive time points [26,19]. An alternative
approach has been proposed by Gerig et al., which takes into account the whole
time series simultaneously, with a voxel-by-voxel analysis of the intensity pro-
files through time [8]. Scalar operators are devised and applied to these profiles,
indicating the voxels where significant intensity changes occur, conveying an un-
derlying biological process. Dempster-Shafer’s theory is then used to fuse the
information brought by each operator, leading to a 3D probability map of evolv-
ing regions. More recently, other authors have proposed to detect active lesions
using an a priori knowledge about the evolution process, and taking into account
the neighbourhood of each voxel for better rejection of false positives [29,18].

Overview of the paper: Following the idea of a voxel-by-voxel analysis of the
intensity profiles, and viewing the detection of activity in time series of MR
brain images as a change point problem, we introduce two statistical tests to dis-
criminate voxels where an actual biological change occurs. One is very generic,
whereas the other is more specific, detecting voxels where the intensity signifi-
cantly increases through time. The latter is particularily suited for the follow-up
of MS lesions and brain atrophy in T2-weighted images, since both lesions and
ventricles appear brighter than the surrounding brain structures. Before apply-
ing these tests, preprocessing of the MRI data is required to make the voxel
intensities comparable over time. This includes bias field correction, registration
and intensity normalization (Section 2.1). Subsequently, we devise the statistical
tests in Section 2.2. In Section 3, we apply the whole analysis procedure to time
series of real MR data of MS patients before concluding in Section 4.

2 Methods

2.1 Preprocessing Steps

Before longitudinal statistical analysis of intensity change, each subject-timepoint
data volume must be spatially and intensity normalized to ensure that the in-
tensities used in the statistical test come from the same anatomical point and
that intensity variations due to imaging artefacts are minimized. There are a
number of steps for both spatial and intensity normalization:
Intensity non-uniform correction: Intensity non-uniformity in MR images,
or the so-called MR shading artefact, is due to a number of causes during the
acquisition of the data. If left uncorrected, such an artifact precludes direct
comparison of voxel intensities. The intensity artefact can be modelled as a
slowly varying multiplicative bias field. We begin preprocessing by applying the
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N3 correction algorithm of Sled et al. [24] to reduce the effect of this artefact.
The N3 algorithm iteratively proceeds by computing the image histogram and
estimating a smooth intensity mapping function that tends to sharpen peaks in
the histogram.
Intensity normalization: In preparation for registration and subsequent anal-
ysis, each image is intensity normalized using a two pass procedure. In order to
remove outlier intensity values, the middle 0.1 to 99.9% of the image histogram
is mapped to the arbitrary range of 0 to 100, respectively. This procedure elim-
inates bright voxel values corresponding to blood flow artefacts that reduce the
dynamic range of the tissues in the data. The second intensity normalization
procedure is described below, after spatial normalization.
Spatial normalization: Each data set is transformed into a standard brain-
based coordinate system so that no single data set have a preferred position in
processing and so that similar anatomical structures from different data sets are
mapped to same spatial position. We have selected the Talairach brain-based
coordinate system known as stereotaxic space since it has become the defacto
standard in the brain mapping community [6,13]. The registration algorithm
proceeds with a coarse-to-fine approach by registering subsampled and blurred
MRI volumes with an average MRI image, already registered in the stereotaxic
coordinate system by optimizing a 9 parameters transform (3 translations, 3
rotations, 3 scalings) [4]. While this procedure is quite robust, we have found
that there can be small (sub-millimeter) mis-registrations between the different
time-points for a given subject. To address this problem, a second-phase reg-
istration is run using the average of all the subject’s stereotaxically resampled
time-points as a target. The use of the patient-specific stereotaxic target reduces
the misregistration described above.
Refined intensity normalization: At this point, each data volume has been
spatially normalized and an initial intensity normalization has been completed.
This first pass intensity normalization is insufficient for comparison between dif-
ferent time points. Actually, even with the same protocol and the same scanner,
the intensities within a given brain area are generally different between two ac-
quisitions of the same patient, notably due to drift in receiver coil sensitivity.
This is particularily true when the time frequency of the acquisitions is in the
range of months or years, as in the case of MS patients. Thus, even though it
is classical to assume affine dependence between the intensities of monomodal
MR images of the same patient (as often done in registration algorithms [20]),
a more complex relationship sometimes holds, making a simple affine mapping
of the intensities fail (Figure 1).
Here, we propose to correct the intensities of each image J of the MRI time series
with respect to a reference image I: the patient-specific stereotaxic target built
in the spatial normalization step. As I is the average of all the images of the
time series, its signal-to-noise ratio is higher than that of each of the individual
MR image used for its computation. Rather than assuming that J = f(I) with f
affine (f = a1x + a0), we suppose that f is a polynomial of a higher order d > 1
(f =

∑d
k=0 akxk) and look for the Least Trimmed Squares (LTS) fit between J
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(a) (b) (c) (d)

Fig. 1. Example of intensity normalization using LTS polynomial fitting. (a)
Screen-door visualization of two transverse images from two successive time points at
the level of the ventricles after the first pass intensity normalization (note the differing
intensities in the lateral ventricles). (b) Same images after correction. Note contrast in
ventricles is similar, but now the true shape change is evident between the two time
points. (c) Joint intensity histogram of the images before correction with the estimated
polynomial (d = 3). (d) Joint histogram of the two images after correction; it is now
close to the line x=y, indicating that the intensities are now matched.

and f(I). This has been previously proposed by Guimond et al. for multimodal
registration [9]. Routinely, we have found that d = 3 yields satisfying results.
The LTS regression [21] is far more robust to outliers than the classical Least
Squares (LS) method. This is critical here, where biological changes are likely
to occur (lesions and/or brain atrophy); these voxels do not fit the polynomial
model and must be eliminated from its computation. No explicit solution exists
for the computation of the LTS estimate of f . An iterative scheme described by
Rousseeuw and Van Driessen [22] locates a (at least local) minimum of the LTS
criterion, which amounts to numerous successive LS regressions (that can be
solved by standard matrix algebra) on subsets of the image voxels. An example
of the procedure is presented in Figure 1.

2.2 Statistical Analysis

In the following, we note (x1, . . . , xn) the series of values at a given voxel after
the whole preprocessing has been completed. Among the operators proposed
by Gerig et al. [8], some do not relate to the temporal pattern of the data,
like the variance, or the difference between extremes values in the time series.
Some others do, like those based on the fluctuations around the mean value x̄ of
the time series: high frequency fluctuations are likely to be noise, whereas low
frequency variations probably convey actual biological changes. These operators
closely relate to classical statistics such as the number of runs, the length of the
longest run, the number of runs up and down, etc. The distributions of these
statistics under the null hypothesis of no intensity change can be computed
exactly [25,15], leading to a set of statistical tests termed as randomness tests,
which are often used in cryptography.

Here, we propose an alternative approach, which consists in considering the
problem of activity detection as a change-point problem. There is an extensive
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literature about these problems [31], particularily met in the field of quality
control. In the following, after stating some reasonable hypotheses about the
time series, we show how to derive two simple statistics to test a null hypothesis
of “no intensity change” against the alternative of “intensity change”.

When there is no biological change underlying the considered voxel (null
hypothesis H0), the fluctuations of its intensity through time only relate to the
acquisition noise, that can be supposed to be additive, stationary, spatially white
and Gaussian with standard deviation σ, as usually stated. The values xi can
then be seen as realizations of n independent normal random variables Xi with
distributions N(µi, σ

2), where µ1 = . . . = µn = µ. In this framework, detecting
an intensity change amounts to detecting a change in the mean value µ. A simple
alternative hypothesis H1 is to consider that there is only one change in the time
series, between time points m and m + 1, with m unknown. The problem can
then be stated as follows:

– H0 : µ1 = . . . = µn

– H1 : µ1 = . . . = µm, µm+1 = . . . = µn, 1 ≤ m ≤ n − 1, µm �= µm+1

A natural way to derive a statistic to test H0 against H1 is to compute the
ratio of the likelihoods of the data under these two hypotheses respectively. Not-
ing f0 (resp. f1) the density of (X1, . . . , Xn) under the null (resp. the alternative
hypothesis), this ratio is:

L(X1, . . . , Xn) =
f1(X1, . . . , Xn)
f0(X1, . . . , Xn)

Further modelings of the unknown nuisance parameters m and δ = µm+1−µm

(the amount of change) allow to simplify this expression. First, the possible
biological change is a priori equally likely to happen at any time; we model m as
the realization of a discrete random variable with uniform distribution. Second,
we model δ as the realization of a normal distribution N(0, τ2). If τ is small, it
can be demonstrated that L is an increasing function of a statistic S with a very
simple expression:

S =
n∑

k=1

(
n∑

i=k+1

(Xi − X̄)

)2

Under H0, and up to a multiplicative constant depending on σ, S converges
in distribution to the limiting distribution of Smirnov’s ω2

n criterion [7]. It is then
straightforward to build a test for H0 against H1 based on S, high values of S
indicating a statistically significant change. This statistic S is very generic, and
is tailored to detect increasing as well as decreasing intensities. In the case of T2-
weighted MR images of MS patients, the changes in intensities are more likely
to be unilateral (δ > 0), since lesions appear brighter than the white matter
where they are generally located. In the same way, brain atrophy implies the
growing of the ventricles, which appear also brighter than the surrounding white
matter. Thus, one could want to test H0 against the more restrictive hypothesis
H2 defined as:
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– H2 : µ1 = . . . = µm, µm+1 = . . . = µn, 1 ≤ m ≤ n − 1, µm < µm+1

Still using the ratio of the likelihoods, a more specific and thus statisti-
cally more powerful test can be built for the purpose of detecting this unilateral
change by modifying the hypotheses on the nuisance parameter δ. Modeling δ as
the realization of a semi-normal (instead of normal) distribution, we can derive
another statistic T :

T =
n∑

k=1

n∑
i=k+1

(Xi − X̄)

Under H0 and up to a multiplicative constant depending on σ, T follows
a Gaussian law N(0, 1). Thus, a statistical test can be built based on T for
H0 against H2, high values of T indicating a statistically significant increase in
intensity [2]. In the preliminary set of experiments described in the next section,
we give a qualitative comparison of the two tests based on S and T .

3 Experiments

Data for the first experiment consisted of a T2-weighted sequence of MR images
from a transverse dual-echo, turbo spin-echo sequence (256x256 matrix, 1 signal
average, TR/TE1/TE2=2075/32/90 ms, 250mm field of view, 3mm slice thick-
ness). Eleven image volumes over a four year period were acquired of a patient
with very active disease. The patient-specific stereotaxic target (i.e., the average
of the first phase stereotaxic registration procedure of the 11 volumes) is shown
in Fig. 2-a. Lesions were labelled manually in each image volume. A lesion dif-
ference map, created by subtracting lesions from time n − 1 from n was used to
approximate new lesion activity. The sum of the ten difference maps is shown in
Fig. 2-d and represents disease activity over the 4 year period. The tests based
on the statistics T and S were applied and the results are shown in Fig. 2-b and
2-c, respectively. (Note that while only 2D images are shown, all processing is
completed in 3D.)

Data for the second experiment comes from the PRISMS Study Group [17].
This data consists in monthly MRI scanning for 30 months for 12 patients from
placebo group. The T2-weighted data was acquired with parameters similar to
those above, but with a 5mm slice thickness and a 0.5mm slice gap. Both T and
S tests were run for each subject after prepocessing all data as described above.
Fig. 3 shows the result of the statistical test associated with S (i.e., detection
of a change in any direction). One can see that there are bright pixels due to
lesions, brain atrophy and possible mis-registration. These patients have much
less disease activity compared to that of experiment one, as demonstracted by
fewer and smaller detected regions.

4 Discussion and Future Work

In this paper, we derive two statistics (one-sided, T and two-sided, S) for testing
the hypothesis of no change against the hypothesis of one and only one change at
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(a) (b) (c) (d)

Fig. 2. Results: (a) Transverse MR image of patient with MS at the level of the lateral
ventricles. The image is from the patient-specific stereotaxic target, i.e., the average of
all time-points for the patient. We display the results of the test based on the statistic
T (b), S (c), and the manual label difference image (d). The one-sided statistic T yields
more evolving points than the two-sided statistic S. The power of the test based on T
is higher, because most of the observed changes are unilateral (lesions intensities are
higher than those of the white matter where they are generally located). Both results
are qualitatively similar to that of the manual segmentation of the evolving voxels.

Fig. 3. Results: the images above show transverse slices (z=28mm) through the test
result (statistic S) for 12 placebo patients from the PRISMS Study Group [17]. Small
focal lesions are apparent in the 3rd, 4rth and 5th images of the first row and in the
1st, 2nd, 3rd and 6th images of the second row. One can also see false positives due to
brain atrophy and possible image mis-registration. Note that the bright anterior region
in the 3rd image of row 1 is due to a failed image intensity normalization in one of
the 30 individual time-points, making these images appropriate for quality control in
automated processing.

an unknown point in the time series. For the detection of activity in T2-weighted
images of MS patients, the test based on T is more specific. Other tests could be
derived in the same way, to be more specific to the problem which is tackled. The
more realistic the alternative hypothesis, the more powerful the corresponding
test. In particular, due to the relapsing-remitting course of the disease for most
MS patients, tests based on alternative hypotheses including the possibility of
more than one change should be statistically more powerful. Non-parametric
tests could be also investigated.
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We envision four avenues for future work in longitudinal analysis of MRI
data from MS patients. First, the statistical tests are applied only on a voxel by
voxel basis. While a p-value can be computed from the test results, it must be
corrected for multiple comparisons across all voxels of the volume. Bonferroni
correction may be too strict; individual voxels are not independent in a statisti-
cal sense since their value is likely to depend on their neighbours. We plan to use
Gaussian Random Field theory [30] to compute the proper corrections to iden-
tify statistically significant changes in intensity due to MS lesions. Second, The
tests presented here have been applied to single modality data (i.e., T2-weighted
images only). Since T2-weighted data is often acquired in a dual echo sequence
that also yields registered PD-weighted data, we plan to extend the tests to
combine information from multiple modalities. Third, we plan to look into the
sensitivity of the one-sided test based on T to detect brain atrophy around the
ventricles, where T2-weighted voxels will change from a medium intensity (tis-
sue) to bright (CSF). Finally, we wish to investigate additional metrics of disease
activity. Combination of global or local atrophy metrics with the lesion activ-
ity measure described here may result in a better surrogate of disease activity.
Such a metric may lead to better understanding of MS pathology and will have
important implications for disease prognosis, and monitoring treatment effect in
clinical trials.
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