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Abstract

This paper deals with the problem of building three-dimensional descriptions (we call them visual maps) of the environment of a mobile robot using passive vision. These maps are local (i.e., attached to specific frames of reference). Since noise is present, they incorporate information about the geometry of the environment and about the uncertainty of the parameters defining the geometry. This geometric uncertainty is directly related to its source (i.e., sensor uncertainty). We show how visual maps corresponding to different positions of the robot can be registered to compute a better estimate of its displacement between the various viewpoint positions, assuming an otherwise static environment. We use these estimates to fuse the different visual maps and reduce locally the uncertainty of the geometric primitives which have found correspondents in other maps. We propose to perform these three tasks (building, registering, and fusing visual maps) within the general framework of extended Kalman filtering, which allows efficient combination of measurements in the presence of noise.

1. Introduction

The problem of dealing with noise in three-dimensional vision and mobile robots is one of the first to be tackled in order to make both things useful. We believe that it cannot be engineered away and that its solution has to be found, first, by representing explicitly the uncertainty in the world model used by the robot and, second, by combining a large number of measurements and/or sensors.

In this article, we propose a partial solution along those lines in the case where passive stereo is used to collect three-dimensional information. This work continues the one presented in Ayache et al. (1985) and Faugeras et al. (1986) and is connected to that of Brooks (1985), Bolle and Cooper (1985), Laumond and Chatila (1985), Crowley (1986), Smith and Cheeseman (1986), and Durrant-Whyte (1986).

The goals to be reached are the establishment of a three-dimensional description of the environment in which the vehicle moves, which includes both geometric information and information about the uncertainty attached to the corresponding geometric primitives. This description can then be used for various tasks, such as the definition of a sensing strategy — where to look next in order to increase the accuracy of the model — and a navigation strategy — how to go from here to there given our present state of knowledge; it can also be used to detect changes in the environment or recognize places. These applications are not incorporated in this paper.

The key points of our approach are the use of a powerful tool for dealing with large numbers of noisy measures, the extended Kalman filter (Daron 1982; Jazwinsky 1970), which we found extremely useful in some of our previous work (Ayache and Faugeras 1986; Faugeras and Hebert 1986), and the way we represent three-dimensional rotations to relate frames of reference.

The latest developments of this work and new results are presented in Ayache and Faugeras (1988) and Ayache (1988).

2. Linearizing the Problem

In all the cases we discuss, we deal with an observation $x$ in $\mathbb{R}^m$ that depends on a parameter $a$ in $\mathbb{R}^q$ in a nonlinear fashion that can be expressed as a relation $f(x, a) = 0$, where $f$ maps $\mathbb{R}^m \times \mathbb{R}^q$ into $\mathbb{R}^r$. We assume
that the observation $x$ is corrupted with noise, which we model as an additive zero mean Gaussian noise:

$$x = x' + \epsilon \text{ with } E(\epsilon) = 0 \text{ and } E(\epsilon \epsilon') = \Lambda.$$  

The problem is, given a number of observations $x_i$, to find the parameter vector $a$ that best satisfies the relations $f_i(x_i, a) = 0$. "Best" is to be made more precise in a moment.

Let us drop the $i$ indices for a while. Supposing that we know a "good" estimate $a^*$ of $a$, we can use the idea of linearization and expand $f$ in the vicinity $(x', a)$:

$$f(x', a) = 0 = f(x, a^*) + \frac{\partial f}{\partial x}(x, a^*)(x' - x)$$

$$+ \frac{\partial f}{\partial a}(x, a^*)(a - a^*).$$

As usual, $\partial f/\partial x$ is a $p \times m$ matrix and $\partial f/\partial a$ is a $p \times n$ matrix. This expression can be rewritten as (dropping the $= sign):

$$- f(x, a^*) + \frac{\partial f}{\partial a}(x, a^*) a^* = \frac{\partial f}{\partial a}(x, a^*) a - \frac{\partial f}{\partial x}(x - a^*) \epsilon,$$

which is a linear measurement equation:

$$y = Ma + u,$$

where

$$y = - f(x, a^*) + \frac{\partial f}{\partial a}(x, a^*) a^*,$$

$$M = \frac{\partial f}{\partial a}(x, a^*) \text{ and } u = - \frac{\partial f}{\partial x}(x, a^*) \epsilon.$$  

Notice that $y$ and $M$ are known because we know $f$, $x$, and $a^*$; since we also know $\Lambda$, we know $u$'s second-order statistics:

$$E(u) = 0,$$

$$W = E(uu') = \frac{\partial f}{\partial x}(x, a^*) \Lambda \frac{\partial f}{\partial x}(x, a^*)'.$$

Let us now come back to our $n$ observations $x_i$, for each of them, knowing the function $f_i$ and the covariance $\Lambda_i$ of $x_i$, one can form a linear measurement equation

$$y_i = M_i a + u_i,$$

and compute the noise covariance matrix $W_i$ attached to it. If we start with an initial estimate $\hat{a}_0$ of $a$ and its associated covariance matrix $S_0 = E((\hat{a}_0 - a)(\hat{a}_0 - a)^t)$, we can use the Kalman filtering approach to deduce recursively an estimate $\hat{a}_n$ of $a$ and its covariance matrix $S_n((\hat{a}_n - a)(\hat{a}_n - a)^t)$ after taking into account $n$ observations. The corresponding recursive equations are the standard Kalman equations and are given in Appendix A. We can now give a precise meaning to the word "best." $\hat{a}_n$ is the parameter vector that minimizes the criterion

$$(a - \hat{a}_0)^t S_0^{-1}(a - \hat{a}_0) + \sum_{i=1}^n (y_i - M_i a)^t W_i^{-1}(y_i - M_i a).$$

This equation is important, because it shows how the Kalman filtering explicitly takes into account noise in the measurements and weights them accordingly. The more noise we have on the $i$th measurement, the "smaller" the inverse covariance matrix $W_i^{-1}$ is, and therefore the less the $i$th term in the above criterion contributes to the final estimate.

Let us now study in detail the application of this technique to some previously mentioned problems.

3. Stereo Reconstruction

In a standard, two-camera, stereo system, such as the one depicted in Fig. 1, we can relate the $(x, y, z)$ coordinate space to the $(u_1, v_1)$ and $(u_2, v_2)$ retina spaces linearly in projective spaces:

$$\begin{bmatrix} s_1 & u_1 \\ s_1 & v_1 \end{bmatrix} = P \begin{bmatrix} x \\ y \\ z \end{bmatrix}, \quad i = 1, 2,$$

$$\begin{bmatrix} s_i \\ v_i \end{bmatrix} =$$
where matrices $P_i$ are obtained by calibration (Faugeras and Toscani 1986). When we match a point of coordinates $(u_1, v_1)$ in retina 1 to a point of coordinates $(u_2, v_2)$ in retina 2, we can compute by triangulation the coordinates $(x, y, z)$ of the corresponding point in three-dimensional space. To cast this in the previous formalism, let us write (dropping the indexes for the moment)

\[ x = [u, v]^T, \quad a = [x, y, z]^T = OM. \]

Rewriting the $3 \times 4$ matrix $P$ as

\[ P = \begin{bmatrix} l_1 & l_{14} \\ l_2 & l_{24} \\ l_3 & l_{34} \end{bmatrix}, \]

where $l_1, l_2, l_3$ are $3 \times 1$ row vectors, and eliminating $s$, we have the following relationships:

\[
(1, OM + l_{34})u - l_1 OM - l_{14} = 0, \\
(1, OM + l_{24})v - l_2 OM - l_{24} = 0,
\]

Therefore,

\[ f(x, a) = \begin{bmatrix} (1, OM + l_{34})u - l_1 OM - l_{14} \\ (1, OM + l_{24})v - l_2 OM - l_{24} \end{bmatrix}. \quad (2) \]

From the above formalism we can deduce an estimate $\hat{a}_2$ of $a$ after two measurements (i.e., of the position in three-dimensional space of the point $M$) as well as the covariance matrix of this estimate, which is an indication of the uncertainty of our knowledge. This is a function of our uncertainty on the pixel coordinates $(u_1, v_1)$ and $(u_2, v_2)$ and of our initial estimate $\hat{a}_0$ of the position of $M$ and its covariance matrix $S_0$. The equations are in Appendix B. In practice, $S_0$ is diagonal with very large diagonal terms, so the first term in Eq. (1) is very small.

This shows how the uncertainty on points obtained by stereo can be computed. In practice, we consider points, lines, and planes. The uncertainty on these primitives depends first on how they have been extracted and, second, on how they are represented. Let us look at representations first.

A possible way to represent lines is to use a vector parallel to the line and a point on the line. A line $D$ is represented by two vectors $(l, m)$ defined as follows. Given two points $M_1$ and $M_2$ on $L$, we have

\[ l = OM_2 - OM_1, \quad m = (OM_1 + OM_2)/2. \]

Planes are represented by their normal $n$ and their distance to the origin $d$. See Faugeras and Hebert (1986) for an application of this representation to the recognition and localization of three-dimensional objects.

The description built by the stereo system consists of two parts. It produces, first, the parameters of the geometric elements represented and second, the uncertainty on these parameters. This uncertainty is represented by a set of covariance matrices.

We have treated the case of points in this section. The case of lines can be deduced very simply from the above representation, as shown in the next section. The interested reader can find an analysis for the case of planes in Faugeras and Lustman (1986).

The resulting description of the environment, including the geometric and uncertainty aspects is called a realistic uncertain description of the environment.

4. Registrating Stereo Pairs

The problem is the following. Suppose that the analysis of a first stereo pair yields a partial three-dimensional description of the environment in terms of points.
lines, and planes, each with some uncertainty attached to it. The problem of obtaining this uncertainty has been treated in the previous section for points.

Now suppose that the vehicle on which the cameras are mounted moves (let us say in three-dimensions) by an imperfectly known displacement $D$. We then acquire a second stereo pair, analyze it, and obtain another three-dimensional description of another part of the environment. If the displacement $D$ is not too large, it is likely that some of the geometric primitives identified in position 1 will also be identified in position 2. By matching such primitives we should be able to recover a better estimate of the displacement $D$ and (this is done in Section 6) to construct a better estimate of the position and orientation of these primitives which have been identified in the two positions; i.e., we should be able to improve the description of the environment.

We must also say something about the way we represent three-dimensional displacements. Every such displacement can be decomposed in an infinite number of ways as the product of a translation characterized by a vector $t$ and a rotation $R$ characterized by its angle $\theta$, its origin, and its axis $u$ (a unit vector). Fixing the origin of the rotation makes the decomposition unique.

For our next purpose we can therefore consider the group of three-dimensional displacements as the product of the group $SO_3$ of rotations and the group of translations $R^3$. How we parameterize $SO_3$ is also important. For an excellent review of the different parameterizations of $SO_3$, see Stuelnagel (1964). In our previous work (Faugeras and Hebert 1986) we used quaternions. This has the disadvantage of imposing the constraint that the quaternions deal with are of unit norm. In this article we propose to use the exponential form of a rotation matrix $R$. Indeed, for every orthogonal matrix $R$, there exists a unique antisymmetric matrix $H$ such that $R = e^H$, where matrix exponentials are defined as usual as $e^H = I + H/1! + H^2/2! + \cdots$. The matrix $H$ can be written as

$$H = \begin{bmatrix} 0 & -c & b \\ c & 0 & -a \\ -b & a & 0 \end{bmatrix}.$$  

The three-dimensional vector $r = [a, b, c]^T$ has some useful properties. Its direction is that of the axis of rotation, and its squared norm is equal to the rotation angle squared. Proofs of that and other properties of this representation are presented in Appendix C.

Moreover, matrix $H$ represents the cross product with vector $r$, which we denote by $c(r)$. By this we mean

$$Hx = c(r)x = r \wedge x.$$  

We can now deal with the problem of estimating the displacement $D$ and its uncertainty by matching geometric primitives detected in positions 1 and 2 of the vehicle. Let us start with points first. If the same physical point is represented in the coordinate system associated with the first position by $OM$ and in the coordinate system associated with the second position by $O'M'$ then

$$O'M' - ROM - t = 0.$$  

This equation is of the form $f(x, a)$, if we let $x = [O'M', OM]^T$ and $a = [r, t]^T$ with $r$ defined as above. Therefore, the previous formalism can again be used and an estimate of both $r$ and $t$ can be built by matching a number of points in positions 1 and 2. The uncertainty on $r$ and $t$ can also be computed if we have a model of the uncertainty on $OM$ and $O'M'$, which we have after Section 3. The equations are presented in Appendix D.

The problem of matching straight lines is very similar. Let the two lines be defined by two points $(M_1, M_2)$ and $(M'_1, M'_2)$ defining representations $(l, m)$ and $(l', m')$. When a line is submitted to a rotation $R$ and a translation $t$, it is fairly easy to show that its representation becomes $(RL, Rm + t)$. We can then write that

$$l' \times RL = 0$$  

and

$$RL \times (m' - Rm - t) = 0$$

or, using (3),

$$l' \times (m' - Rm - t) = 0.$$  

The geometric interpretation of Eq. (3) is that the
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Fig. 2. D is a line reconstructed by stereo in the coordinate system (0xyz). D' is a line reconstructed by stereo in the coordinate system (0'x'y'z'). and D* is D displaced by the rotation R and the translation t. We can write that D* is the same as D'.

\[ d' - d + t' R_n = 0 \]

or

\[ d' - d - t' n' = 0. \]  \hspace{1cm} (7)

Letting \( x = (n'^t, n', d', d'y') \) and \( a \) as before, we can again put this equation in the form \( f(x, a) = 0 \). Equations are presented in Appendix F.

5. Registring Stereo Pairs and Images

In order to avoid solving the stereo matching problem too often, it may be useful, once a three-dimensional estimation of the scene has been constructed, to track the projections in one image of the geometric features used to compute the three-dimensional displacement. This is similar in spirit to the work of Lowe, who does not use our formalism (Lowe 1985). Let us first derive the case of points. We assume that we know the image coordinates \( u', v' \) of point \( M' \) such that \( O'M' = ROM + t \). Therefore, letting \( x = [OM', u', v', t'] \) and \( a = [r', t'] \), we can use a combination of Eqs. (2) and (3):

\[ f(x, a) = \begin{cases} (I_1(ROM + t) + l_{x})u' - l_1(ROM + t) - l_{x} & \\ (I_2(ROM + t) + l_{y})v' - l_2(ROM + t) - l_{y} & \\ \end{cases} \]  \hspace{1cm} (8)

The equations for \( \partial f/\partial a \) and \( \partial f/\partial x \) are presented in Appendix G.

Let us now derive the case of lines. Let \( D \) be a three-dimensional line defined by two points \( M_1 \) and \( M_2 \). After rotation and translation, the transformed line \( D' \) is defined by \( M_1' \) and \( M_2' \) such that \( O'M_1' = ROM_1 + t \) and \( O'M_2' = ROM_2 + t \). The projection \( d' \) of \( D' \) in the retina of one of the cameras is defined by the two points \( m_1' \) and \( m_2' \), projections of \( M_1' \) and \( M_2' \). If we denote by \( [U_1', V_1', T_1'] \) and \( [U_2', V_2', T_2'] \) the projective coordinates of the points \( m_1' \) and \( m_2' \), the projective equation of the line \( d' \) is given by the determinant

\[
\begin{vmatrix}
U & U_1' & U_2' \\
V & V_1' & V_2' \\
T & T_1' & T_2'
\end{vmatrix}
\]

\[
U, V, T
\]
Fig. 3. After the rotation $R$ and translation $t$, the line $D$ in coordinate system (Oxz) becomes line $D'$ in coordinate system $(O'x'y'z')$. $D'$ projects as $d'$ in retina 1 and is matched to $d''$.

Fig. 4. The physical point $m$ is represented by $M$, $M_1, \ldots, M_n$ in the various coordinate systems.

6. Fusing Visual Maps or Updating the Model of the Environment

What we have done so far is, first, to build, associated with each position of the mobile robot, a three-dimensional description of the environment in terms of its geometry (the positions and orientations of points, lines, and planes) and the uncertainty of the parameters describing these primitives. Each such description is attached to a local coordinate frame. Second, when there exist physical primitives which are common to two frames of reference, and we do not know exactly (perhaps even not at all) the relative position and orientation of the two frames, we have shown that, by matching primitives across frames, we were capable of building estimates of the three-dimensional transformation between the frames and a measure of the uncertainty of this transformation.

The last step is to close the loop and use this information to update, in each local frame, the description of the geometry and uncertainty of the primitives corresponding to parts of physical objects visible in another frame. This situation corresponds to that depicted in Fig. 4, where $n$ is a physical point represented by the vector $O_iM_j$ and the covariance matrix...
cov $M_i$ in frame $F_i$ ($i = 1, \ldots, n$), and by the vector $OM$ and the covariance matrix cov $M$ in a frame $F$ in which we want to update the position and uncertainty of $m$.

Frame $F$ is related to frame $i$ by rigid displacements $D_1, \ldots, D_n$, each represented by a vector $[r_i, t_i]'$ and its covariance matrix $\Lambda_i$ in frame $i$. We therefore have the following $n$ measurement equations:

$$OM - R_i O_i M_i - t_i = 0,$$

which are of the form $f_i(x, a) = 0$ with $a = [O_i, M_i]$ and $x_i = [r_i, t_i, O_i, M_i]'$. We can apply the artillery developed in Section 2 and obtain a new estimate of $OM$ and cov $M$. Therefore, using the notations of Appendix C, we get

$$\frac{\partial f_i}{\partial x} = \begin{bmatrix} -K(R_i, O_i, M_i) & -I & -R_i \end{bmatrix}$$

a $3 \times 3 \times 9$ matrix

and

$$\frac{\partial f_i}{\partial a} = I$$

a $3 \times 3$ matrix.

Similarly, in the case of lines, we could try to use Eqs. (4) and (5) to update the estimate of the representation of a given line and its associated uncertainty:

$$1 \times R, l = 0 \quad \text{and} \quad 1 \times (m - R, m - t) = 0,$$

which are of the form $f_i(x, a) = 0$ (with $a = [L, m]'$ and $x = [r, t, L, m]'$), keeping only four independent measurements out of six. But it is better to use minimal representations of primitives updated by the Kalman filter (i.e., four-parameter representations of lines). This is discussed and experimented with in Ayache and Faugeras (1987, 1988).

7. Implementation and Results

We have implemented the theoretical results developed in the previous sections and run the programs on a number of real sequences of stereo pairs.
7.1. Grid Example

7.1.1. Stereo Reconstruction

We show in Fig. 5 the lines detected in an image of vertical and horizontal lines painted on the wall of the laboratory at INRIA. We took four stereo triplets of this pattern with the cameras mounted on the mobile robot at distances of 3, 3.5, 4, and 4.5 m. The stereo program described in Ayache and Paverjón (1987) was then used to compute the positions in two-dimensional space of the points of intersection of the horizontal and vertical lines of the pattern using only cameras 2 and 3.

The results are shown in Fig. 6A projected in a vertical plane and in Fig. 6B projected in a horizontal plane. The sets of points give an indication of the spread of the reconstruction results. Figure 7 is a representation of the covariance matrices computed from the measurement Eq. (1) in a vertical plane (7a), and in a horizontal plane (7b). The value of the corresponding quadratic form is equal to 1, and the pixel noise was taken to be of variance 1 pixel. There is an excellent qualitative agreement between Fig. 6 and 7, indicating that the extended Kalman filtering approach is compatible with experimental evidence.

7.1.2. Matching

Figure 8 shows the result of the estimation of the displacement between views 1 and 2 using the previous points and measurement equation, Eq. (3). Figure 8A shows the points corresponding to view 1 as crosses and the points corresponding to view 2 as plus signs. The displacement between the two views is mostly a translation perpendicular to the plane of the wall (see Table 1). Figure 8B shows the result of applying the estimated displacement to the points in view 2 and superimposing them to the points in view 1. The displacement is estimated by the method described in Section 5; i.e., we are here combining a stereo pair and an image. The correspondence is seen to be quite good.

A more quantitative description of what is happening can be found in Table 1. The first row shows the initial estimates of the rotation and translation, the second row the corresponding covariance matrices, and the third and fourth rows the estimates found by running the extended Kalman filter twice over a set of 113 points. The fifth row shows the actual displacement between the first and fourth positions. The final covariance matrices are very small and are not shown.

Figure 9 shows a similar example where a rotation has been added to the translation. Figure 9A shows...
the points in views 1 and 2, and Fig. 9B shows the points after the estimated displacement has been applied to the points in view 2. In both cases, similar results for the estimated displacement are obtained when stereo pairs are combined. Table 2 details the results in the same format as Table 1.

7.1.3. Fusion

Figures 10 and 11 show the results of the integration of two different kinds of information. First, the points are reconstructed in each plane using the third camera (this is just adding one more measurement equation of
Fig. 9. Images of the grid pattern observed in two different positions before and after application of another estimated displacement.

Table 1. Motion between Two Grid Patterns

<table>
<thead>
<tr>
<th></th>
<th>$r_x$ (rad)</th>
<th>$r_y$ (rad)</th>
<th>$r_z$ (rad)</th>
<th>$t_x$ (cm)</th>
<th>$t_y$ (cm)</th>
<th>$t_z$ (cm)</th>
<th>Angle (°)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Motion initial estimate</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Initial covariance</td>
<td>1.0</td>
<td>1.0</td>
<td>1.0</td>
<td>100</td>
<td>100</td>
<td>100</td>
<td></td>
</tr>
<tr>
<td>Motion iteration 1</td>
<td>0.009</td>
<td>-0.002</td>
<td>-0.000</td>
<td>4.41</td>
<td>1.94</td>
<td>-154.01</td>
<td>1.40</td>
</tr>
<tr>
<td>Motion iteration 2</td>
<td>0.002</td>
<td>-0.001</td>
<td>-0.002</td>
<td>0.88</td>
<td>1.03</td>
<td>-150.39</td>
<td>0.21</td>
</tr>
<tr>
<td>Real motion manually computed</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>-150.00</td>
<td>0</td>
</tr>
</tbody>
</table>

Table 2. Motion between Two Grid Patterns

<table>
<thead>
<tr>
<th></th>
<th>$r_x$ (rad)</th>
<th>$r_y$ (rad)</th>
<th>$r_z$ (rad)</th>
<th>$t_x$ (cm)</th>
<th>$t_y$ (cm)</th>
<th>$t_z$ (cm)</th>
<th>Angle (°)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Motion initial estimate</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Initial covariance</td>
<td>1.0</td>
<td>1.0</td>
<td>1.0</td>
<td>100</td>
<td>100</td>
<td>100</td>
<td></td>
</tr>
<tr>
<td>Motion iteration 1</td>
<td>0.32</td>
<td>0.55</td>
<td>-0.26</td>
<td>-60.70</td>
<td>35.90</td>
<td>20.38</td>
<td>39.82</td>
</tr>
<tr>
<td>Motion iteration 2</td>
<td>0.29</td>
<td>0.31</td>
<td>-0.30</td>
<td>-50.90</td>
<td>49.62</td>
<td>49.16</td>
<td>30.27</td>
</tr>
<tr>
<td>Real motion manually computed</td>
<td>0.3</td>
<td>0.3</td>
<td>-0.3</td>
<td>-50.00</td>
<td>50.00</td>
<td>50.00</td>
<td>29.77</td>
</tr>
</tbody>
</table>
the type (2)). Second, the method of Section 6 has been applied to the points in each of the four coordinate systems associated with views 1 to 4. The results are presented in the same format as the one in Figs. 6 and 7.

Two facts can be inferred from Figs. 10 and 11.

First, the uncertainty has been greatly decreased, and, second, the new computed uncertainty still seems to be in excellent agreement with the spread of the updated data, thus yielding more credibility to the whole scheme. In all these figures, the positions of the three cameras are represented by triplets of crosses.
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7.2. Office Example

7.2.1. Stereo Reconstruction

We have applied the same programs to a different set of images. Figures 12 and 13 show the polygonal approximations of the edge points in two stereo pairs of an office scene taken from different viewpoints, and Figs. 14 and 15 show the segments which have been matched by the stereo program described in Ayache and Faverjon (1985). Figures 16 and 17 have the same format as Fig. 6: i.e., we show the projection of the reconstructed three-dimensional segments in a vertical plane (Figs. 16A...
and 17A) and in a horizontal plane (Figs. 16B and 17B). The position of the cameras mounted on the robot are shown by a triangle. Figures 18 and 19 have the same format as Fig. 7; i.e., we show a representation of the covariance matrices of the endpoints of the reconstructed line segments computed from Eq. (2) in a vertical plane (18A and 19A), and in a horizontal plane (18B and 19B).

7.2.2. Matching

Figure 20 shows the results of the estimation of the displacement of the robot from view 1 to view 2 by
matching three-dimensional lines using Eqs. (4) and (5). Figure 20A shows a view from above of the segments in view 1 which are matched in view 2, Fig. 20B shows the corresponding segments in view 2, and Fig. 21A shows the result of applying the estimated displacement to the segments in view 1. The result looks much like Fig. 20B (as it should). The position of the cameras is shown as a triangle. Figure 21B is yet another way of displaying the results: After applying to them the estimated displacement, the matched segments in view 1 are projected (as continuous lines) in one of the images corresponding
to view 2 where the segments are displayed as dotted lines. Again, the agreement is seen to be quite good.

A more quantitative description of what is happening can be found in Table 3. The first row shows the initial estimates of the rotation and translation, the second row the corresponding covariance matrices. These covariance matrices contain the knowledge that the motion is close to a horizontal plane. The third row shows the estimate of the displacement obtained by matching manually two lines in views 1 and 2, thus
yielding two measurement equations of types (4) and (5).

The fourth and fifth rows show the estimates found by running the extended Kalman filter twice over a set of 79 and 84 pairs of lines, respectively. Notice that the matches are found automatically by the matcher after the first two matches have been given manually.

7.2.3. Fusion

Experiments concerning fusion of straight lines can be found in Ayache and Faugeras (1987a,b).
8. Conclusions and Discussion

We have proposed some ideas related to the construction, by a mobile robot using stereo, of a three-dimensional model of its environment. In this effort we have been following two guiding lights. The first one is that of linearizing the measurement equations of our processes in order to apply the powerful Kalman filter (extended Kalman filtering). The second one is that of using a representation of three-dimensional rigid displacements which is adapted to such a linearization, and we have come up with the exponential representation of orthogonal matrices. From there, our reflections have pursued three ideas.

The first idea is that the model of the environment must contain not only a geometric characterization of the geometric primitives it uses (here points, lines, and planes), but also a characterization of the uncertainty on the parameters of these primitives, uncertainty caused by the noisy measurements. We have used a characterization of this uncertainty by covariance matrices and shown that it could be traced all the way to the sensor noise (in our case the pixel noise). We call such a description a realistic uncertain description of the environment.

The second idea is that of using local coordinate frames attached to the various positions of the robot to describe the environment and to relate the various representations obtained from several stereo pairs taken from those different viewpoints whose spatial relationships are unknown or imperfectly known, to obtain an estimate of the three-dimensional displacements which relate the positions of the robot and a characterization of the uncertainty of these displacements.

The third idea is to use the previous characterization of their relationships to update the various representations. Indeed, if a given geometric primitive in some coordinate frame has been identified as corresponding to the same part of a physical object than another geometric primitive in another coordinate frame, then we can use our knowledge of the relation between the two frames to update the geometric and uncertainty descriptions of these primitives in their respective coordinate frames.

Several questions remain open. The first one is related to the representation of uncertainty of the geometric primitives such as lines and planes. We have considered that lines were defined by two points. In practice, this is not so since three-dimensional lines are reconstructed by intersecting planes defined by the focal center of the cameras and two-dimensional line segments obtained by mean square approximation of edge points. Therefore the uncertainty on three-dimensional lines is more complex than the uncertainty on pairs of three-dimensional points. Second, the fact that we are assuming Gaussian distributions on the parameters of the representations of lines, planes, and rotations is also subject to criticism for two reasons. The first one is unavoidable and is related to the linearization of the measurement equations; the second one is deeper and related to the fact that we have to be careful when defining probability densities on geometric sets. Despite these problems, the results that we have obtained are quite encouraging, and we think that the basic approach is promising and worth more investigation. New developments and results are presented in Ayache and Faugeras (1987, 1988).
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Appendix A: Kalman Filter Equations

The equation

\[ y_i = M_i a + u_i \]

of Section 2 is, in the terminology of the Kalman filter (Jazwinski 1970), a measurement equation on the process a. Using the equations of the Kalman filter, we write the new estimate and estimation covariance matrix as

\[ \hat{a}_i = \hat{a}_{i-1} + K_i (y_i - M_i \hat{a}_{i-1}), \]

\[ K_i = S_{i-1} (M_i W_i + M_i S_{i-1} M_i)^{-1}, \]

\[ S_i = (I - K_i M_i) S_{i-1}, \]

or, equivalently,

\[ S_i^{-1} = S_{i-1}^{-1} + M_i W_i^{-1} M_i, \]

where

\[ W_i = E(u_i u_i). \]

When all measurements have been processed, parameter a is known by its a posteriori estimate \( \hat{a}_n \) and the corresponding covariance matrix \( S_n \).

Appendix B: Stereo Reconstruction

Remembering that \( x = [u, v]^T \) and \( a = OM \), we can easily derive from Eq. (2) that

\[ \frac{\partial f}{\partial a} = \begin{bmatrix} n_3 - l_1 \\ n_3 - l_2 \end{bmatrix} \quad \text{a } 2 \times 3 \text{ matrix} \]

and

\[ \frac{\partial f}{\partial x} = \begin{bmatrix} l_3 OM + l_{34} & 0 \\ 0 & l_3 OM + l_{34} \end{bmatrix}. \]

Appendix C: Exponential Representation of Rotation Matrices

A simple justification of the fact that every matrix \( e^H \), with \( H \) an antisymmetric matrix, is orthogonal, is the following:

\[ (e^H)^T = e^{H^T} = e^{-H} = (e^H)^{−1}. \]

This follows from the formula \( e^H = I + H/1! + H^2/2! + \cdots \). We also know (Gantmacher 1977) that the eigenvalues a and b of \( R \) and \( H \) are related by a = e^θ. Since it is well known that the eigenvalues of \( R \) are 1, \( e^{\theta} \), and \( e^{-\theta} \), where \( \theta \) is the rotation angle, the eigenvalues of \( H \) are easily found to be 0, \( i(a^2 + b^2 + c^2)^{1/2} \), and \( -i(a^2 + b^2 + c^2)^{1/2} \). Therefore

\[ \theta = \pm (a^2 + b^2 + c^2)^{1/2}. \]

Let us now consider an eigenvector of \( H \) associated with eigenvalue 0. Since \( H \) represents the vector product with vector \( v = [a, b, c]^T \), \( v \) is such a vector:

\[ Hv = 0. \]

\( v \) is also an eigenvector of matrix \( R \) associated with eigenvalue 1, as can be easily verified by the formula

\[ R = e^H = I + H/1! + H^2/2! + \cdots. \]

Therefore

\[ Ry = v, \]

and \( v \) gives the direction of the axis of rotation. \( H \) is
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thus a very compact representation of the rotation in terms of its axis and angle. Another property of this representation can be deduced from a theorem in Gantmacher (1977, p. 158), which states that if we compute the Lagrange-Sylvester polynomial $p$ of the exponential function for the eigenvalues of $H$—i.e., the polynomial such that

\[ p(0) = e^0 = 1, \quad p(i0) = e^{i\theta}, \quad p(-i0) = e^{-i\theta}, \]

—then we have the nice relationship

\[ e^{iH} = p(H). \]

It can be easily verified that

\[ p(H) = I + (\sin \theta) / \theta H + ((1 - \cos \theta) / \theta^2) H^2, \]

which is precisely the well-known Rodrigues formula (Rodrigues 1840).

We finish with a property of this representation that is heavily used in the rest of the paper and related to the derivative of $e^{H}$ with respect to $r$. The corresponding computation is a little painful but is certainly worth doing. We refer the interested reader to the INRIA internal report corresponding to this paper or to Ayache (1988). We give only the result. We want to compute the $3 \times 3$ matrix

\[ K(R, OM) = \frac{\partial (ROM)}{\partial r} \]

or, more simply, the 3-vector $K(R, OM)v$, where $v$ is an arbitrary 3-vector.

Letting $f(0) = (\sin \theta) / \theta$ and $g(0) = (1 - \cos \theta) / \theta^2$, one obtains

\[ K(R, OM)v = f'(0)r \cdot v + g'(0)r \cdot \nabla \times (r \times OM) + f(0)(v \times OM) + g(0)(v \times (r \times OM)) \]

(C.1)

where $f'(0)$ and $g'(0)$ are the derivatives of $f(0)$ and $g(0)$ with respect to $\theta$. (A slightly simpler version of this equation will be found in Ayache 1988.) A special case occurs when $v$ is collinear to $r$ (i.e., when $v = r$).

In this case one has

\[ K(R, OM) = cr \times ROM. \]

Appendix D: Matching Three-Dimensional Points

Using Eq. (3), remembering that $x = [OM', OM]$, and letting $a = [r', t]'$, and taking into account Eq. (C.1), we have, with the notations of Section 1,

\[ \frac{\partial f}{\partial x} = \begin{bmatrix} I & -R \end{bmatrix} \quad \text{a 3 \times 6 matrix} \]

and

\[ \frac{\partial f}{\partial a} = \begin{bmatrix} -K(R, OM) & -I \end{bmatrix} \quad \text{a 3 \times 6 matrix}. \]

Appendix E: Matching Three-Dimensional Lines

We use Eqs. (4) and (5). From these equations, we can take $x = [l', m', l', m']$ and, as in the case of points, $a = [r', t']$. From these, we can deduce

\[ \frac{\partial f}{\partial t'} = \begin{bmatrix} -c(l') \end{bmatrix}, \]

\[ \frac{\partial f}{\partial m} = \begin{bmatrix} 0 \end{bmatrix}, \]

\[ \frac{\partial f}{\partial l} = \begin{bmatrix} c(l')R \end{bmatrix}, \]

where completes the computation of $\partial f/\partial x = [\partial f/\partial m', \partial f/\partial t', \partial f/\partial a, \partial f/\partial l]$, a $6 \times 12$ matrix. We also have

\[ \frac{\partial f}{\partial r} = \begin{bmatrix} c(l')K(R, l) \end{bmatrix}, \]

\[ \frac{\partial f}{\partial l} = \begin{bmatrix} 0 \end{bmatrix}, \]

\[ \frac{\partial f}{\partial t} = \begin{bmatrix} -c(l') \end{bmatrix}. \]
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which completes the computation of \( \partial f / \partial a = [\partial f / \partial r, \partial f / \partial t] \), a 6 × 6 matrix. But, as we said before, only four measurement equations can be kept instead of six; therefore, one must keep for \( \partial f / \partial x \) (and \( \partial f / \partial a \)) only the 4 × 12 (resp. 4 × 6) matrix obtained by keeping the four rows corresponding to the four independent measurements.

Appendix F: Matching Planes

We use Eqs. (6) and (7). Remembering that \( x = [n^r, n^t, d^r, d^t] \) and \( a = [r^t, t^t] \) and taking into account Eq. (C.1), we have, with the notations of Section 2,

\[
\frac{\partial f}{\partial x} = \begin{bmatrix} 1 & -R & 0 & 0 \\ -t^t & 0 & -1 & 1 \end{bmatrix} \text{ a 4 × 8 matrix},
\]

and

\[
\frac{\partial f}{\partial a} = \begin{bmatrix} -K(R, n) & 0 \\ 0 & -n^t \end{bmatrix} \text{ a 4 × 6 matrix},
\]

where \( 0 \) is a 3 × 1 vector of zeros.

Appendix G: Matching Three-Dimensional and Two-Dimensional Points and Lines

We treat the case of points first. From Eq. (8), and remembering that \( x = [OM^t, u^t, v^t] \) and \( a = [r^t, t^t] \), we have

\[
\frac{\partial f}{\partial a} = \begin{bmatrix} (u^t_1 - l_2 R (OM^t) + l_3 t^t + l_4) \\ (v^t_1 - l_2 R (OM^t) + l_3 t^t + l_4) \end{bmatrix} \text{ a 2 × 6 matrix},
\]

\[
\frac{\partial f}{\partial x} = \begin{bmatrix} (u^t_1 - l_2 R (OM^t) + l_3 t^t + l_4) & 0 \\ (v^t_1 - l_2 R (OM^t) + l_3 t^t + l_4) & 1 \end{bmatrix} \text{ a 2 × 5 matrix}.
\]

Let us now tackle the case of lines. Remembering that \( x = [OM^t_1, OM^t_2, u^t_1, v^t_1, u^t_2, v^t_2] \) and \( a = [r^t, t^t] \), we can compute the components of \( h_1 \):

\[
h_{11} = (l_2 (OM^t_1) + t + l_3)(l_2 (OM^t_3) + t + l_3) \\
- (l_2 (OM^t_2) + t + l_3)(l_2 (OM^t_4) + t + l_3),
\]

\[
h_{12} = (l_2 (OM^t_1) + t + l_3)(l_2 (OM^t_1) + t + l_3) \\
- (l_2 (OM^t_2) + t + l_3)(l_2 (OM^t_4) + t + l_3),
\]

\[
h_{13} = (l_2 (OM^t_1) + t + l_3)(l_2 (OM^t_2) + t + l_3) \\
- (l_2 (OM^t_4) + t + l_3)(l_2 (OM^t_1) + t + l_3).
\]

Using standard rules of differential calculus, we can write

\[
\frac{\partial f}{\partial x} = \begin{bmatrix} -c(h_2) \partial h_1 \\ -c(h_2) \partial h_1 \\ c(h_1) \partial h_1 \\ c(h_1) \partial h_1 \end{bmatrix},
\]

which is a 3 × 10 matrix, and

\[
\frac{\partial f}{\partial a} = \begin{bmatrix} -c(h_2) \partial h_1 \\ -c(h_2) \partial h_1 \end{bmatrix},
\]

which is a 3 × 6 matrix. The various partial derivatives can be easily computed by using the expressions for \( h_1 \) and \( h_2 \) and Eq. (C.1). Of course, as in the case of line matching, one eventually keeps for \( \partial f / \partial x \) (resp. \( \partial f / \partial a \)) the 2 × 10 matrix (resp. 2 × 6) obtained by keeping the two rows corresponding to the two independent measurements.

References


