Computation of a Probabilistic Statistical Shape Model in a Maximum-a-posteriori Framework
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Summary
Objectives: When analyzing shapes and shape variabilities, the first step is bringing those shapes into correspondence. This is a fundamental problem even when solved by manually determining exact correspondences such as landmarks. We developed a method to represent a mean shape and a variability model for a training data set based on probabilistic correspondence computed between the observations.

Methods: First, the observations are matched on each other with an affine transformation found by the Expectation-Maximization Iterative-Closest-Points (EM-ICP) registration. We then propose a maximum-a-posteriori (MAP) framework in order to compute the statistical shape model (SSM) parameters which result in an optimal adaptation of the model to the observations. The optimization of the MAP explanation is realized with respect to the observation parameters and the generative model parameters in a global criterion and leads to very efficient and closed-form solutions for (almost) all parameters.

Results: We compared our probabilistic SSM to a SSM based on one-to-one correspondences and the PCA (classical SSM). Experiments on synthetic data served to test the performances on non-convex shapes (15 training shapes) which have proved difficult in terms of proper correspondence determination. We then computed the SSMs for real putamen data (21 training shapes). The evaluation was done by measuring the generalization ability as well as the specificity of both SSMs and showed that especially shape detail differences are better modeled by the probabilistic SSM (Hausdorff distance in generalization ability ~ 25% smaller).

Conclusions: The experimental outcome shows the efficiency and advantages of the new approach as the probabilistic SSM performs better in modeling shape details and differences.

1. Introduction

The representation and analysis of 3D shape variabilities is of importance in different medical imaging problems, for example when dealing with 4D image data as breathing lungs [1, 2] or beating hearts [3], when computing an anatomical variability atlas as e.g. shown in [4] or when solving segmentation problems. One of the central difficulties of analyzing different organ shapes in a statistical manner is the identification of correspondences between the points of the shapes. As the manual identification of landmarks is not a feasible option in 3D, several preprocessing techniques were developed to automatically find exact one-to-one correspondences between surfaces which are represented by meshes [5–8]. A popular method is to optimize for correspondences and registration transformation as does the Iterative Closest Points (ICP) algorithm [9] for point clouds. More elaborate methods directly combine the search of correspondences and of the SSM for a given training set as proposed in [10, 11] or the Minimum Description Length (MDL) approach to statistical shape modeling [12, 13]. The MDL is used to optimize the distribution of points on the surfaces of the observations in the training data set when determining the best SSM. For unstructured point sets, the MDL approach is not suited to compute a SSM because it needs explicit surface information. Another interesting approach proposes an entropy-based criterion to find shape correspondences, but requires implicit surface representations [14]. Other approaches combine the search for correspondences with shape-based classification [15, 16] or with shape analysis [17], however, these methods are not easily adaptable to multiple observations of unstructured point sets as they either depend on underlying surface information or fix the number of points representing the surface. The approach in [18] for unstructured point sets focuses only on the mean shape. In all cases, enforcing exact correspondences for surfaces represented by unstructured point sets leads to variability modes that not only represent the organ shape variations but also artificial variations whose importance is linked to the local sampling of the surface points.

Therefore, we believe that a method for shape analysis should better rely on probabilistic point locations as presented with the EM-ICP registration in [19]. Based on this, we advanced the probabilistic concept of [20] to compute a probabilistic SSM for unstructured point sets.
2. Methods

We argue that when segmenting anatomical structures in noisy image data, the extracted surface points only represent probable surface locations. Based on this, it is very difficult to find the true shape surface. In our probabilistic approach, we propose a maximum-a-posteriori framework in order to compute the model parameters which result in an optimal adaptation of the model to the observations in a global unique criterion. The optimization of the MAP explanation is realized with respect to the generative model parameters and all observation parameters and leads to very efficient and closed-form solutions for (almost) all parameters without the need of one-to-one correspondences as is usually required by the PCA. We then compute the SSM which best fits the given data set by optimizing the global criterion iteratively with respect to all model and all observation parameters.

2.1 Statistical Shape Model Built on Correspondence Probabilities

In the process of computing the SSM, we distinguish strictly between model parameters and observation parameters. The generative SSM is explicitly defined by four model parameters:

- Mean shape $\bar{\mathbf{M}} \in \mathbb{R}^{3m}$ parameterized by $N_m$ points $\mathbf{m}_j \in \mathbb{R}^3$.
- Variation modes $\mathbf{v}_p$ consisting of $N_m$ 3D vectors $\mathbf{v}_p$.
- Associated standard deviation $\lambda_p$ which describes the impact of the variation modes.
- Number $n$ of variation modes.

Using the generative model $\Theta = [\bar{\mathbf{M}}, \mathbf{v}_p, \lambda_p, n]$ of a given structure, the shape variations of that structure can be generated by $M_k = \bar{\mathbf{M}} + \sum_{p=1}^{n} \omega_p \mathbf{v}_p$ with $\omega_p \in \mathbb{R}$ being the deformation coefficients. The shape variations along the modes follow a Gaussian probability distribution with variance $\lambda_p$:

$$p(M_k \mid \Theta) = p(\Omega_k \mid \Theta) = \prod_{p} p(\omega_p \mid \Theta) = \frac{1}{(2\pi)^{n/2} \prod_{p} \lambda_p} \exp \left( - \sum_{p} \frac{\omega_p^2}{2\lambda_p^2} \right)$$

with $\Omega_k = \mathbb{R}^n$ being a vector consisting of the deformation coefficients $\omega_p$ associated with shape variation $M_k$. In order to account for the unknown position and orientate on of the model in space, we introduce the random (uniform) rigid or affine transformation $T_k$.

A model point $\mathbf{m}_j$ can then be deformed and placed by $T_k \mathbf{m}_j = T_k \mathbf{o} + T_k \mathbf{m}_j = T_k \mathbf{m}_j + \sum_p \omega_p \mathbf{v}_p$.

Finally, we specify the sampling of the model surface: Each sampling (e.g. observation) point $\mathbf{s}_i$ is modeled as a Gaussian measurement of a (transformed) model point $\mathbf{m}_j$. The probability of the observation $p(s_i \mid m_j, T_k)$ knowing the originating model point $\mathbf{m}_j$ is given by the equation you can see in Figure 1. As we do not know the originating model point for each $\mathbf{s}_i$, the probability of a given observation point $\mathbf{s}_i$ is described by a mixture of Gaussians and the probability for the whole scene $S_i$ becomes:

$$p(S_i \mid \mathbf{M}, T_k) = \prod_{i=1}^{N_i} \frac{1}{N_p} \sum_{j=1}^{N_p} p(s_i \mid \mathbf{m}_j, T_k)$$

We summarize the observation parameters as $Q_k = \{T_k, \Omega_k\}$. Notice that the correspondences are hidden parameters that do not belong to the observation parameters of interest.
2.2 Derivation of the Global Criterion Using a MAP Approach

When building the SSM, we use a training data set containing N observations \( S_k \in \mathbb{R}^{3N} \), and we are interested in the parameters linked to the observations \( Q = \{ Q_k \} \) as well as the unknown model parameters \( \Theta \). In order to determine all parameters of interest, we optimize a MAP on \( Q \) and \( \Theta \).

\[
MAP = \arg \max_{Q, \Theta} \left\{ \log p(Q, \Theta | S_k) \right\}
\]

As \( p(S_k) \) does not depend on \( \Theta \) and \( p(\Theta) \) is assumed to be uniform, the global criterion integrating our unified framework is the following:

\[
C(Q, \Theta) = \frac{1}{N} \sum_{k=1}^{N} \left[ \log p(Q, \Theta | S_k) + \log p(Q, \Theta) \right] \]

The first term describes the maximum likelihood (ML) criterion ([Eq. 2]) whereas the second term is the prior on the deformation coefficients \( \omega_k \) as described in [Eq. 1]. Dropping the constants, our criterion simplifies to \( C(Q, \Theta) \sim C(Q, \Theta) \) with

\[
C(Q, \Theta) = \sum_{j=1}^{n} \frac{\log \alpha_j}{2\lambda_j^2}
\]

and

\[
\sum_{i,j=1}^{n} \exp \left[ \frac{-|s_{ij} - T_{ij} \omega_m|^2}{2\sigma^2} \right].
\]

This equation is the heart of the unified framework for the model computation and its fitting to observations. By optimizing it alternately with respect to the operands in \( Q_k = \{ T_k, \Omega_k \} \), we are able to determine all parameters we are interested in. In a first step, all observations are aligned with the initial mean shape by estimating \( T_k \) using the EM-ICP. In order to robustify, we used a multi-scaling scheme concerning the variance \( \sigma^2 \); that is we start with a great \( \sigma^{2,\text{max}} \) in order to align positions, rotation and sizes. The variance is then reduced in each iteration to cover for shape details. This approach seems to be quite robust to the choice of initial mean shape [21].

Starting from the initial model parameters \( \Theta \), we then fit the model to each of the observations. Next, we fix the observation parameters \( Q_k \) and update the model parameters. This is iterated until convergence.

2.3 Evaluation Methods

In order to assess the quality of the probabilistic SSM, we compare its performance to a `classical' SSM as e.g. used in [8]. The classical SSM is based on exact correspondences found by an iterative closest points (ICP) registration and its variation modes are determined by a classical principal component analysis (PCA). In the following, we first explain the measures we use to quantify the performance of an SSM and state which distance measures we use. Next, we describe the design of the experiments.

2.3.1 Performance Measures

For both SSMs, we compute two performance measures, the generalization ability and the specificity as proposed in [22].

The generalization ability indicates how well a SSM is able to match new unknown shapes. This is important e.g. when using the SSM to segmentation problems. The generalization ability is tested in a series of leave-one-out experiments. We analyze how closely the SSM matches an unknown observation. The SSM is first aligned with the new observation. Then, the optimal deformation coefficients are determined and used to deform the aligned SSM in order to optimize the matching. Finally, the distance of the deformed SSM to the left-out observation is measured. For aligning the probabilistic SSM using the EM-ICP registration, similar parameters as for the SSM computation were used, that is, the registration was not optimized for each unknown observation.

The specificity indicates how well the modeled variability represents the variability found in the training data set. For estimating the specificity, a high number (in our case 500) of random shapes have to be generated which are uniformly distributed with their variances equal to the variance or eigenvalues of the respective SSM. Then, the distances of the random shapes \( M_{\text{def}} \) to the most similar observation \( S_{\text{def}} \) in the training data set is measured.

2.3.2 Distance Measures

There are several options to compute a similarity measure between two shapes (source and target).

As in our case the shape surfaces are represented by point clouds, we compute the distances based on point coordinates. Hence, we define the distance \( d \) from an observation \( S_k \) to the deformed mean shape \( M_{\text{def}} \) with \( N_m \) points \( m_i \) as

\[
d(S_k, M_{\text{def}}) = \frac{1}{N_m} \sum_{i=1}^{N_m} | s_{ji} - m_i | \]

where

\[
m_i = \arg \min_{m_j} | s_{ji} - m_j | \]

This distance measure is not symmetric, hence, we also compute \( d(M_{\text{def}}, S_k) \) and \( d(S_k, M_{\text{def}}) \) as a measure of symmetry.

As symmetric distance measures we define the averaged mean distance \( d_{\text{mean}}(S_k, M_{\text{def}}) \)

\[
d(S_k, M_{\text{def}}) + d(M_{\text{def}}, S_k) \]

and the averaged maximum distance \( d_{\text{av-max}}(S_k, M_{\text{def}}) \)

\[
d_{\text{max}}(M_{\text{def}}, S_k) + d_{\text{max}}(S_k, M_{\text{def}}) \]

The symmetric measures are especially useful for evaluating the specificity as the deformed model has to be compared to all observations in the training data set in the same reference frame.

2.3.3 Design of Experiments

We conducted two sets of experiments, one on synthetic data and one on real data.

Shapes with non-convex or even non-star-shaped surfaces are a challenge for the computation of a SSM as the automatic determination of correspondences is difficult. As we later want to use the SSM for segmenting structures like the kidney or the acetabulum,
Table 1  Banana shape results. Shape distances found in generalization experiments (six leave-one-out tests) and in specificity test with probabilistic SSM approach and with the SSM-ICP approach. The distances and associated standard deviations are given in mm.

<table>
<thead>
<tr>
<th>Generalization ability</th>
<th>Classical SSM</th>
<th>Probabilistic SSM</th>
</tr>
</thead>
<tbody>
<tr>
<td>$d(M_{\text{def}}, S_i)$ in mm</td>
<td>18.82 ± 3.49</td>
<td>19.43 ± 5.46</td>
</tr>
<tr>
<td>$d(S_i, d(M_{\text{def}}))$ in mm</td>
<td>30.37 ± 15.75</td>
<td>20.28 ± 5.14</td>
</tr>
<tr>
<td>$d_{\text{min}}(M_{\text{def}}, S_i)$ in mm</td>
<td>48.84 ± 18.47</td>
<td>63.62 ± 32.07</td>
</tr>
<tr>
<td>$d_{\text{max}}(S_i, M_{\text{def}})$ in mm</td>
<td>84.31 ± 53.41</td>
<td>49.57 ± 12.83</td>
</tr>
<tr>
<td>average $</td>
<td>d(M_{\text{def}}, S_i) - d(S_i, M_{\text{def}})</td>
<td>$ in mm</td>
</tr>
</tbody>
</table>

Specificity

| $d_{\text{mean}}(S_i, M_{\text{def}})$ in mm | 18.87 ± 9.73 | 30.74 ± 2.78 |

Fig. 3
Real training data set featuring the putamen. a) Observation examples; b/c) probabilistic SSM; d/e) classical SSM. Mean shapes (middle) and mean shapes deformed with respect to the first (b, d) and second (c, e) variation mode. Left: $\mathbf{M} = 3\lambda \mathbf{v}_i$, and right: $\mathbf{M} = 3\lambda \mathbf{v}_j$. The regions in circles mark shape details which are represented by the probabilistic SSM and which are not modeled by the classical SSM.

3. Results
3.1 Synthetic Data Results

We computed a classical and a probabilistic SSM for the banana training data set; for the results see Fig. 2b and 2c. For the probabilistic SSM, the following parameters were chosen: $\sigma_{\text{min}} = 15 - 100$ mm (dependent on the observation shape), reduction factor = 0.9, 10 iterations (EM-ICP multi-scaling) with five SSM iterations. For the classical SSM using the ICP and the PCA, we iterated the ICP 50 times. Most of the parameter values were found in an heuristic way.

The tests for the generalization ability for the banana SSMs were performed on six different left-out observations. The estimation of the specificity was performed on 500 random shapes. The results are represented in Table 1.
The distance values for the probabilistic SSM in general are lower than those of the classical SSM in the generalization ability experiment. Especially the maximum distances differ with 84.31 mm for the classical SSM and 63.63 mm for the probabilistic SSM. Also the difference between the values of $|d(M_{def}, S_1) - d(S_1, M_{def})|$ is considerably large with 11.56 mm for the classical SSM and 1.31 mm for the probabilistic SSM.

The specificity tests show lower distance values for the classical SSM.

### 3.2 Real Data Results

For our SSM, the following parameters were chosen: $d_{init} = 4$ mm, reduction factor $= 0.85$, 10 iterations (EM-ICP multi-scaling) with five SSM iterations. For the ICP+PCA SSM, we iterated the ICP 50 times. Most of the parameter values were found in an heuristic way.

The results are shown in Figures 3b/c for the probabilistic SSM and in Figures 3d/e for the classical SSM.

The results of the testing series for the generalization ability and the specificity for both our SSM and the ICP+PCA SSM on putamen data are depicted in Table 2.

Regarding the generalization ability, we obtained an average mean distance of 0.610 mm for the classical SSM and an average mean distance of 0.447 mm for the probabilistic SSM. The average maximum distances read 4.288 mm for the classical SSM and 2.526 mm for the probabilistic SSM. These results concur with the images which show the first and second variation modes/eigenmodes for the probabilistic and classical SSM, here the deformations of the probabilistic SSM account for more details than those of the classical SSM.

The specificity tests show similar distance values for the classical and the probabilistic SSM.

### 4. Discussion

Especially the outcome for the values of $|d(M_{def}, S_1) - d(S_1, M_{def})|$ shows that the probabilistic SSM is able to capture for shape details which are lost for the classical SSM. Moreover, the Hausdorff distances in the generalization ability tests are more than smaller for the probabilistic SSM than for the classical SSM in the experiment on synthetic data. This is also illustrated in Figure 2d where the result of a rather extreme leave-one-out experiment is shown. The classical SSM adapts very well the corpus of the banana but fails to deform into its tip. The probabilistic SSM, however, is coming close to represent also the tip of the banana. This is due to the fact that the ICP only takes into account the closest point when searching for correspondence, thus, the points at the tip of the bananas are not necessarily involved in the registration process. The EM-ICP, however, evaluates the correspondence probability of all points, therefore, also the points at the tip are matched. For the same reason, the specificity values are better in the classical SSM as the standard deviations $\lambda_p$ which were used for the random shape distributions are smaller in the classical SSM than in the probabilistic SSM. This is due to the fact that the classical SSM models less variability than the probabilistic SSM.

Furthermore, in the test series on putamen data, our SSM achieved superior results in the generalization ability. Especially the reduced maximum distance (more than 40% smaller) illustrate the benefit of the new approach. In the figures displaying both SSMs it can be seen that the mean shapes of both approaches resemble, however, the first and second variation mode of the probabilistic SSM show more details than the first and second eigenmodes of the classical SSM. In conclusion, there are various shape details which are not captured very well by the ICP-SSM but can be modeled by the probabilistic SSM. This is an advantage when dealing with observations whose shapes differ significantly form those in the training data set or when the training data set contains two different shape classes.

Additionally, for segmenting unknown shapes of the same type, a well-modeled variability is of great importance. On the other hand, the classical SSM is easier to handle as the computation is straightforward and fast. For the probabilistic SSM, however, the practical convergence rate has to be investigated more carefully. For instance, a fast decrease of the multi-scale variance $\sigma^2$ easily freezes the model in local minima and several parameter values are chosen heuristically in dependence of the number and distribution of points representing the observation shapes.

### 5. Conclusion

We proposed a mathematically sound and unified framework for the computation of model parameters and observation parameters and succeeded in determining a closed form solution for optimizing the associated criterion alternately for all parameters. Experiments showed that our algorithm works well and leads to plausible results. It seems to be robust to different initial mean shape choices and is stable even for small numbers of observations.

A good modeling of the variability is an important feature of a SSM, especially when it is employed to the segmentation of anatomical structures for radiotherapy or surgery planning where the precision must be high. We showed the efficiency of our approach compared with a SSM built by the traditional ICP and PCA for a non-convex and non-star-shaped shape and found that the probabilistic SSM performs better in terms of generalization ability.

From a theoretical point of view, a very powerful feature of our method is that we are optimizing a unique criterion. Thus, the con-

---

**Table 2** Putamen results. Shape distances found in generalization experiments (seven leave-one-out tests) and in specificity test with probabilistic SSM approach and with the SSM-ICP approach. The distances and associated standard deviations are given in mm.

<table>
<thead>
<tr>
<th>Generalization ability</th>
<th>Classical SSM</th>
<th>Probabilistic SSM</th>
</tr>
</thead>
<tbody>
<tr>
<td>$d_{mean}(S_1, M_{def})$ in mm</td>
<td>0.610 ± 0.089</td>
<td>0.447 ± 0.101</td>
</tr>
<tr>
<td>$d_{var-max}(S_1, M_{def})$ in mm</td>
<td>4.388 ± 0.930</td>
<td>2.426 ± 0.712</td>
</tr>
</tbody>
</table>

**Specificity**

| $d_{mean}(S_1, M_{def})$ in mm | 0.515 ± 0.117 | 0.452 ± 0.020 |
vergence is ensured. Currently, we continue to evaluate the performance of the probabilistic SSM on different synthetic data such as non-spherical shapes which pose a problem for other well-established SSM methods as for example the otherwise effective MDL approach. Besides, we are working on an application of the probabilistic SSM on segmentation problems.
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