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Abstract
Non-rigid registration of medical images is usually presented as a physical model driven by forces deriving from a measure of similarity of the images. These forces can be computed using a gradient-descent scheme for simple intensity-based similarity measures. However, for more complex similarity measures, using for instance local statistics, the forces are usually found using a block matching scheme. In this article, we introduce a Gaussian window scheme, where the local statistics (here the sum of local correlation coefficients) are weighted with Gaussian kernels. We show that the criterion can be deducted easily to obtain forces to guide the registration. Moreover, these forces can be computed very efficiently by global convolutions inside the real image of the Gaussian window in a time independent of the size of the Gaussian window. We also present two minimization strategies by gradient descent to optimize the similarity measure: a linear search and a Gauss-Newton-like scheme. Experiments on synthetic and real 3D data show that the sum of local correlation coefficients optimized using a Gauss-Newton scheme is a fast and accurate method to register images corrupted by a non-uniform bias.

1 Introduction
In the context of this paper, the goal of non-rigid registration is the retrieval of the motion that has occurred between two volumetric images of the same organ. Because we are working on two images I and J, we have to rely on features of these images. Then, the registration process consists in finding a transformation T that matches well the features, with the hope that these features are significant enough to justify the assumption “features are matched hence homologous physical points are matched.” Numerous features are possible, such as points, curves, or intensity. In this paper, we focus on intensity-based methods.

When the intensity is conserved during the motion, an appropriate similarity energy is the sum of square differences (SSD). Its gradient is easy to compute and has been used as the guiding force of numerous non-rigid registration techniques [1, 2, 3, 4]. When this assumption is invalid, for example with magnetic resonance images (MRI) corrupted by a non-uniform bias, we have to use more complex criterions, such as the sum of local correlation coefficients (LCC). In this case, the minimization is usually done by a block matching technique using an exhaustive search [5, 6, 7, 8] or a 0th-order minimization strategy [9]. Both the computation of statistics in each hard block and the search of the minimum are computationally intensive for volumetric images. As a consequence, windows are usually sparse and the minimization is done for translations only.

In this paper, we propose to use an isotropic Gaussian window instead of a hard block for the computation of local statistics. This way, we can compute the criterion and its derivatives at each voxel by global convolutions, in a time independent of the extension of the Gaussian window, thus obtaining dense force fields. Section 2 presents the method used to compute local statistics with Gaussian convolutions. Section 3 presents our two-step non-rigid gradient descent based registration algorithm. Finally, we present results of the algorithm on synthetic and real images in Section 4 and we compare different optimization strategies.

2 Computation of Local Statistics
When the intensity conservation hypothesis that drives numerous mono-modal non-rigid registration algorithms is violated in medical images, this is mainly due to a non-uniform bias that affects the imaging modality. Therefore, the use of local statistics, and particularly local correlation coefficients, has been increasingly popular. It has even been suggested that it could drive a multi-modal registration [10].

For convenience, we shall talk about similarity energies instead of similarity measures. This terminology supposes that the energy should be positive and takes zero as a minimum. A similarity measure S with an upper bound $S^*$ can be transformed into a similarity energy $E$ by setting $E = S^* - S$. 
Most of the time, these statistics are computed in a window. The image is divided in some number of square windows that may, or may not, overlap. In its simplest form, the block matching scheme consists in moving each window into several positions, computing a local similarity energy inside the window, and keeping the position of the window leading to the best match. However, it is costly to compute the similarity energy for every position of the window. Hence there is a trade-off between precision and computation time. Generally, one chooses fewer windows than voxels. Also, the motion of the window is often restricted to translation, because adding rotation will multiply the number of estimations, especially in 3D images.

### 2.1 Local Correlation Coefficients

In the method we propose, we compute local similarity measures around each voxel. The similarity measure used in this paper is the correlation coefficient.

Let $G_p$ be a window function centered around a voxel $p$ obtained by translation of a discrete, normalized, symmetric kernel $G$, and $I$ and $J \circ T$ be the two images defined on $\mathbb{N}^n$ to register with a transformation $T$. We define the local mean of $I$, the local correlation between $I$ and $J \circ T$, the local variance of $I$, and the local correlation coefficient between $I$ and $J \circ T$ (all of them centered around $p$) respectively by:

$$T_p = \sum_{q \in \mathbb{N}^n} G_p[q] I[q]$$

$$<I, J \circ T>_p = \sum_{q \in \mathbb{N}^n} G_p[q] (I[q] - T_p) (J \circ T[q] - J \circ T_p)$$

$$\sigma^2_p(I) = <I, I>_p$$

$$CC_p(I, J \circ T) = \frac{<I, J \circ T>_p}{\sigma_p(I) \cdot \sigma_p(J \circ T)}$$

The sum of local correlation coefficients criterion is then defined by:

$$LCC(I, J \circ T) = \sum_{p \in \mathbb{N}^n} CC_p(I, J \circ T) \quad (1)$$

There are multiple choices for the kernel $G$ (hard block, hard sphere, Gaussian, etc.). Here, we have chosen a Gaussian window. The choice of the sum of local correlation coefficients as a registration criterion, and of the discrete, normalized Gaussian as the window function, has been done in the light of the following considerations.

The use of the correlation coefficient enables to compute a distance between two images that is invariant by an affine rescaling of the intensity range on one of the images. It is therefore insensitive to a uniform bias and a linear contrast change.

Because we use local correlation coefficients, the estimation of the bias is done locally. The assumption implicitly done is that the bias should not vary too much inside the window in which the local correlation coefficient is computed. However, the bias is allowed to vary within the image. Hence, we are able to tackle non-uniform biases. We will show later that the LCC criterion (Eq. 1) can actually tackle a bias with a variation up to 50% of the intensity range.

The locality of the correlation coefficients is obtained by introducing a Gaussian weight (or Gaussian window) in the formulas. The Gaussian window fulfills two theoretical needs. The first one is the isotropy\(^2\) of the window. Hence, if we compute some statistics around a point $p$, the influence of another point $q$ on the results depends only on its distance to $p$. The second one is the gradual decrease of the influence of remote points. Remote points should have less influence than points located near the center of the window. This has some similarity with [11], where the correlation criterion is not locally weighted but the images are decomposed onto an Hermite orthogonal basis.

Finally, we compute local correlation coefficients around every voxel, and not only a subset of the voxels. Thus, we do not have any privileged point or location in our images, and our measure is invariant by any integer translation.

### 2.2 Computation using Convolutions

Fortunately, we are able to compute the local statistics and their derivatives at a relatively low computational cost, because the windows are not treated separately but at once, using convolutions. Using the notations previously introduced, local statistics around every voxels can be computed altogether with one or two Gaussian convolutions (denoted by $G*$):

$$T_p = (G * I)[p]$$

$$\sigma^2_p(I) = T_p - T_p^2 = G * (I^2)[p] - (G * I)^2[p]$$

$$<I, J \circ T>_p = \frac{I \cdot J \circ T - I \cdot J \circ T}{G * (I \circ T)[p] - (G * I)[p] \cdot (G * J \circ T)[p]}$$

Note that this can actually be done for any symmetric window function $G$. However, the Gaussian window, in addition to its theoretical properties presented above, has two practical advantages:

1. The convolution by a Gaussian is separable, i.e., we only have to smooth the image successively

\(^2\)The Gaussian should be isotropic in the physical space. If the voxels themselves are not isotropic, then the Gaussian window follows this anisotropy in the image space.
with three 1D Gaussian kernels to smooth a 3D image with a 3D Gaussian kernel — Gaussians are actually the only isotropic kernels having this nice property [12].

2. The 1D Gaussian convolution can be approximated by a recursive filter, yielding a fast convolution in a time independent of the standard deviation of the Gaussian window [13].

2.3 Optimization of the Criterion

To minimize the similarity energy, we compute its derivatives with respect to the displacement field, and use a gradient descent minimization. Different optimization strategies will be presented in the next section. If necessary, we use a multi-resolution scheme to avoid being trapped in local minima.

Because we use Gaussian windows, the derivatives of the criterion can be easily computed using some more Gaussian convolutions. For instance, we put in Table 1 the derivative of the sum of local correlation coefficients criterion with respect to the transformation $T[p]$ of a point $p$ (Eq. 2). We also derived an approximation of the previous formula, where all final convolutions are dropped, in order to be faster (Eq. 3 in Table 1).

In the following, the gradient descent using formula (2) is called Local Correlation Coefficients (LCC). The one using formula (3) is called Simplified Local Correlation Coefficients (SLCC).

We compute a gradient with respect to the displacement of each voxel. Hence, we have a dense vector field. The first advantage of doing so is that we can handle local, subtle deformations, independently of the spread of the Gaussian used to compute local statistics. A second advantage is that the local similarity of the two images is computed using the real image of the window and not its rigid or translational approximation (Fig. 1).

2.4 Numerical Precision Issues

A mathematical equality may hide numerical problems. For example, consider this equality for the local variance: $(I - \overline{I}_p)^2 = \overline{I}^2_p - \overline{I}^2_p$. Whereas the left-hand side will only sum positive and relatively small numbers, the right-hand side will compute two big yet close numbers, $\overline{I}^2_p$ and $\overline{I}^2_p$, and then subtract them: we lose several bits of precision. To quantify the loss of precision, we have compared the results computing the local variances of the image 2(a) using the left-hand side and using the right-hand side. We have used

real numbers coded on 4 bytes, and as a preprocessing we have subtracted the mean of the whole image. It appears that the error in the computation of the local variance using the difference of mean relatively to the accurate method has an average of $0.14\% \pm 0.83\%$ and a median error of $0.00033\%$. This means that we have a good numerical precision everywhere, except for strong outliers which appear to lie on the borders. They are due to the conjugate effects of the very low variance on these plain black regions, and the boundary effects of the filter. They are mostly less than 1%, but reach up to 40% in the 4 corner pixels.

In our experiments, these errors never had a meaningful incidence on the results, but we should be aware that it can potentially induce some significant distortions in the deformation field at the image borders.

3 A Two-Step Registration Algorithm

Non-rigid registration using free form transformations is an ill-posed problem that needs regularization. Within the medical image registration community, regularization is often done by choosing a smoothing energy in addition to the similarity energy, and by minimizing both together. Of course, there is a trade-off between the similarity energy, reflected by the visual quality of the registration, and the smoothing energy, reflected by the regularity of the transformation (the term “regularity” should be taken in its broadest sense, since the smoothing energy may allow occasional discontinuities in the displacement field [14]). Therefore, we show the result of a non-rigid registration using the deformed image and the transformation itself.

In the regularization theory framework, one minimizes a weighted sum of both energies $E_1 + \lambda E_2$, $E_1$ and $E_2$ being respectively the similarity and the smoothing energies, and $\lambda$ being a trade-off coeffi-

---

3If we use a recursive implementation for the Gaussian, the window actually fills the entire image.

---

**Figure 1:** On the left, the common block matching scheme assumes that motion is uniform on the entire window and equal to the motion of its center. On the right, using a dense displacement field allows us to use the real image of the window to compute the similarity energy.
\[
\frac{\partial\text{LCC}(I, J \circ T)}{\partial T[p]} = 
\left[ I[p], G \ast \frac{1}{\sigma_q(I), \sigma_q(J \circ T)[p]} - J \circ T[p], G \ast \frac{< I, J \circ T >}{\sigma_q(I), \sigma_q^2(J \circ T)[p]} \right] \nabla J(T[p]) 
+ G \ast \left( \frac{< I, J \circ T >}{\sigma_q(I), \sigma_q(J \circ T)[p]} - \frac{T_q}{\sigma_q(I), \sigma_q(J \circ T)[p]} \right) \nabla J(T[p]) 
\approx \frac{1}{\sigma_p(I), \sigma_p(J \circ T)} \left( I[p] - T_p - (J \circ T[p] - J \circ T_p) \frac{< I, J \circ T >}{\sigma^2_p(J \circ T)[p]} \right) \nabla J(T[p])
\]

\[ (2) \]

\[ (3) \]

**Table 1:** Derivative of the sum of local correlation coefficients criterion with respect to the transformation \( T[p] \) of a point \( p \) (Eq. 2) and an approximation without Gaussian convolutions to speed up the computations (Eq. 3).

which can also be written:

\[
u[p] = - \frac{2E_1[p]}{\| \nabla E_1[p] \|^2 + 4\lambda E_1} \nabla E_1[p]
\]

where \( E_1[p] = (I[p] - J \circ T[p])^2 \) is our local similarity energy and \( \nabla E_1[p] = 2(J \circ T[p] - I[p]) \nabla J \circ T[p] \) its gradient with respect to the transformation \( T[p] \). To extend this scheme to our non quadratic criterion (the sum of local correlation coefficients), we simply use formula (4) with the similarity energy \( \text{LCC}(I, J \circ T) \) described in Equation 1. Even if the Gauss-Newton scheme was developed for non-linear least squares problems, we will see in the experiments section that our adaptation still performs very well.

**Linear search** We have also tried a **linear search** to compare with our Gauss-Newton adaptation. The search is done along the descent direction given by (4), which can be seen as a pre-conditioning of \( \nabla E_1 \). The use of a linear search is computationally more expensive since it requires several estimations (typically 8) of the criterion at each iteration.

**3.2 Increase of the Smoothness**

The regularization of the transformation is done here by decreasing by a certain amount the following stretch energy of the displacement field \( U = Id - T \):

\[
E_2(U) = \int \left( \frac{\partial U}{\partial x} \right)^2 + \left( \frac{\partial U}{\partial y} \right)^2 + \left( \frac{\partial U}{\partial z} \right)^2
\]

This is done by Gaussian smoothing [19], the spread of the kernel growing with the amount of reduction done.

**4 Experiments**

To evaluate the different methods previously presented, we first ran a series of experiments on 2D data with synthetic deformations. This allows us to exhibit some key features about each method and criterion while evaluating the accuracy of the non-rigid registration. Then, we show that the algorithms perform
similarly on real 3D data. All experiments were performed on a 450 MHz Pentium II and used a Gaussian window with a standard deviation of 4 voxels to compute the local statistics.

4.1 Synthetic 2D experiments

In the first experiment, we took a “noise-free” 211×228 MRI slice (obtained by anisotropic diffusion), and we deformed it with a known synthetic transformation meant to be highly non-rigid yet local. Then, we added a white Gaussian noise of standard deviation 3 to both the deformed (Fig. 2(b)) and non-deformed image (Fig. 2(a)).

We tried the Gauss-Newton scheme with the standard SSD, the LCC, and the SLCC formula. We also ran a linear search using the LCC criterion, to compare with the Gauss-Newton-like minimization. 20 iterations were allowed, which is sufficient for the convergence of the Gauss-Newton scheme; the linear search scheme converged around 60 iterations.

In the second experiment, we also added a strong non-uniform bias to the deformed image, ranging linearly from 0 (at the top left corner) to 130 (at the bottom right corner), while maintaining the intensities in the range [0; 255] (Fig. 2(c)).

We have used a Gaussian kernel with a standard deviation of 1.4 for the smoothing. A rough preliminary study has shown that best results were obtained with this standard deviation for this couple of image.

The result of the evaluation is computed by the mean Euclidean distance between the synthetic transformation $T^*$ used to deform the image and the transformation $T$ found by the registration algorithm:

$$D1(T) = \frac{1}{\#I} \sum_{p \in I} \| T[p] - T^*[p] \|$$

where $\#I$ is the number of pixels of the image. Since it is impossible to recover the transformation in the black regions outside the head, we have also computed their mean distance inside the head:

$$D2(T) = \frac{1}{\#\Omega} \sum_{p \in \Omega} \| T[p] - T^*[p] \|$$

where $\Omega$ is a mask obtained by manual segmentation.

Influence of the minimization scheme First, we observe that the Gauss-Newton-like scheme, which is a special adaptation of a Gauss-Newton for non quadratic criterions, has a proper minimization behavior. The accuracy results are more or less equivalent with the linear search for LCC and SLCC (see Table 2), but the linear search is slower because it needs several computation of the criterion (typically, 8) at each iteration.

Figure 2: Synthetic images and transformation. From left to right: Image 2(a) has been transformed into image 2(b) using a deformation depicted on image 2(d), and white Gaussian noise ($\sigma = 3$) has been added afterwards. Image 2(c) has been obtained by adding to image 2(b) a bias varying linearly from 0 at the top left corner to 130 at the bottom right corner (the original image intensity ranges from 0 to 250).

Figure 3: Result of non-rigid registration of image 2(a) toward image 2(c) using the SLCC and Gauss-Newton strategy. Left image should be compared to the target image 2(c). Structures are almost perfectly matched. Right image should be compared to the synthetic transformation 2(d). The transformation is recovered in regions carrying information.
<table>
<thead>
<tr>
<th>Criterion</th>
<th>Minimization</th>
<th>Without bias (MRI 2)</th>
<th>With bias (MRI 3)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>D1</td>
<td>D2</td>
</tr>
<tr>
<td>Initial</td>
<td></td>
<td>2.04</td>
<td>2.04</td>
</tr>
<tr>
<td>SSD</td>
<td>Gauss-Newton</td>
<td>1.10</td>
<td>0.93</td>
</tr>
<tr>
<td>LCC</td>
<td>Gauss-Newton</td>
<td>1.16</td>
<td>1.00</td>
</tr>
<tr>
<td>SLCC</td>
<td>Gauss-Newton</td>
<td>1.13</td>
<td>0.96</td>
</tr>
<tr>
<td>LCC</td>
<td>Linear Search</td>
<td>1.27</td>
<td>1.12</td>
</tr>
<tr>
<td>LCC</td>
<td>Linear Search</td>
<td>1.13</td>
<td>0.96</td>
</tr>
</tbody>
</table>

**Table 2:** Summary of synthetic experiment results: comparison of accuracy and computation times of algorithms with respect to the criterion and the minimization method used.

**Influence of the criterion** The sum of local correlation coefficient performs almost as well as the classical SSD on unbiased images. However, as expected, the SSD criterion completely fails for biased images while LCC and SLCC still perform equivalently, showing their robustness to non-uniform bias. The additional computation time due to the use of the local correlation coefficients criterion instead of the SSD criterion is reasonable: a factor 1.75 for SLCC to a factor of 2.50 for LCC. These ratios should actually be smaller when more complex physical models are used for smoothing the deformation field.

**Influence of the derivative simplification (SLCC vs LCC)** Surprisingly, the algorithm performs slightly better with the derivative simplification (SLCC) than with the exact derivative (LCC), while we were expecting the contrary. We have no explanation for this yet. This result may be due to the fact that we are alternating minimizations and not minimizing a sum of energies. As far as the computation times are concerned, SLCC runs in two thirds of the computation time of LCC.

**Analysis of the deformation field errors** Errors are mainly due to the inability to totally recover the motion in homogeneous areas and the component of the motion that is tangential to the boundaries of the image and makes them slide. Errors on the component of the motion normal to boundaries are generally much smaller (Fig. 4). Therefore, the result image, whose aspect is somewhat insensitive to the tangential and homogeneous-area errors, looks very much like the target image (Fig. 3).

### 4.2 Real 3D experiment

In this experiment, we have registered two $52 \times 89 \times 45$ MRI centered on the ventricles of a patient who is suffering from focal aphasia. This disease is seen by a dramatic increase of the size of the ventricles between the first MRI 5(a) and the second MRI 5(b) taken a year later. This pair of images presents a bias as well as a contrast change.

The original images were previously rigidly registered with the robust algorithm of [20]. One of the original image does not show the top of the head, which explains why a part of the skull is missing at the bottom of the rigidly registered image 5(a).

We used a Gauss-Newton-like gradient descent with the SLCC formula to register the images, and a Gaussian with a standard deviation of 1.8 to smooth the transformation.

The results presented in Fig. 6 have been obtained in 108 seconds on a 450MHz Pentium II. They show a good match of the structures, as well as a smooth transformation, with deformations localized near the ventricles and the missing part of the skull. This later movement is due to the lack of specific treatment of occlusions in our algorithm. Results using the LCC formula are almost the same, but run in 127 seconds.
A remarkable fact is that an isovalue of the Jacobian of the recovered transformation almost perfectly segments the ventricles which have grown between both acquisitions. The dilatation ratio recovered by the transformation is the same for big structures as well as small structures.

We have also registered these images using the SSD criterion, and a uniform correction of the bias and contrast change, i.e., we have set $I' = (I - T_p) * \sigma(J)/\sigma(I) + T_p$, and registered $I'$ and $J$, $I$ being image 5(a). The registration ran in 64 seconds. The results are poor: this is due to the fact that the uniform intensity correction is not efficient. For example, the background intensity is 0 in $J$ but -9 in $I'$, which explains the problems near the skull. The intensity value of white matter is also underestimated (100 instead of 120). The uniform intensity correction does not work because the histogram is altered by changes (the skull occlusion and mainly the growth of the ventricles) other than the bias and contrast change.

5 Conclusion

In this paper, we showed how to use the derivatives of the sum of local correlation coefficients (LCC) everywhere in the image to drive a non-rigid registration algorithm. This is computationally feasible thanks to the Gaussian window because we can compute the derivatives very efficiently using separable Gaussian filters. We also compared two gradient de-
scent techniques, an adaptation of the Gauss-Newton method and a linear search, to optimize this non quadratic criterion.

We found that the LCC and its approximation SLCC are almost as accurate as the SSD on images without bias. They work almost as well with biased images, where the SSD fails, showing the robustness of this criterion with respect to non-uniform bias. The LCC and the SLCC methods demonstrate equivalent accuracies, but SLCC is faster than LCC; they were respectively 1.75 and 2.50 times slower than the SSD in our experiments.

A few points still need to be investigated to fully control and automate the algorithm. Firstly, we have to study the impact of the boundary conditions of the filters on the computations of the similarity measure and the gradient. The spread of the Gaussian window used to compute the local statistics could be chosen automatically. Last but not least, we should study and compare the behavior of our technique using a minimization of the sum of the similarity and the smoothing energies.

We believe that numerous non-rigid registration algorithms that use dense (i.e., at each voxel) forces to guide the registration could be extended from the SSD to the LCC criterion using the approach presented here. Moreover, even if we presented the formulas and the experiments with the sum of local correlation coefficients, the method is intrinsically generic and could be applied to many other local criterions, the only limitation being the ability to compute the derivative of the criterion.
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