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Abstract: Computations on tensors, i.e. symmetric positive definite real matrices in medical imaging, appear in many contexts. In medical imaging, these computations have become common with the use of DT-MRI. The classical Euclidean framework for tensor computing has many defects, which has recently led to the use of Riemannian metrics as an alternative. So far, only affine-invariant metrics had been proposed, which have excellent theoretical properties but lead to complex algorithms with a high computational cost. In this article, we present a new family of metrics, called Log-Euclidean. These metrics have the same excellent theoretical properties as affine-invariant metrics and yield very similar results in practice. But they lead to much more simple computations, with a much lighter computational cost, very close to the cost of the classical Euclidean framework. Indeed, Riemannian computations become Euclidean computations in the logarithmic domain with Log-Euclidean metrics. We present in this article the complete theory for these metrics, and show experimental results for multilinear interpolation, dense extrapolation of tensors and anisotropic diffusion of tensor fields.
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1 Motivation

Tensors, i.e. symmetric positive definite real matrices, appear in many contexts in medical imaging: Diffusion Tensor Magnetic Resonance Imaging (DT-MRI) [1], modeling of anatomical variability, statistics on registration results... They are also a general tool in image analysis, especially for segmentation, grouping, motion analysis and texture segmentation [4]. Furthermore, they appear in other research fields such as solid mechanics or fluid dynamics, where their visualization and processing is needed [22]. In order to carry out computations with these objects, one needs to define the distance between two tensors and a complete operational framework. In particular, this is necessary when one wishes to generalize to the tensor case the usual tools used on scalar or vector-valued images such as anisotropic filters, geodesic active contours [7] and other Partial Differential Equations (PDEs) based methods to restore, enhance, segment tensor-valued images. One can also generalize many statistical tools when a differential geometry approach is adopted, as shown in [15]. Otherwise, one has to rely solely on operations performed on features extracted from tensors like first eigenvectors [6], rotations matrices [24], which unfortunately cannot take into account all the information carried by tensors.

The tensor space is part of the vector space of square matrices. So one can directly use a Euclidean structure on square matrices to define a metric on the tensor space. For instance, one can use the following Euclidean distance:

\[ d(S, T) = \left( \text{Trace}((S - T)^2) \right)^{\frac{1}{2}}. \]  \hfill (1)

This is straightforward to use and leads a priori to simple computations. But this framework is practically and theoretically unsatisfactory for three main reasons.

First, this framework has a boundary problem: it does not prevent the appearance of singular matrices during computations. There are many good reasons why they should not appear. Physically, a diffusion exactly equal to zero in DT-MRI is impossible. It can be very small, but definitely not zero. As long as the temperature is higher than 0 Kelvin, molecules will move in all directions. Mathematically, a zero eigenvalue in a covariance matrix implies absolute certainty in a direction, which is either physically impossible or implies that the dimensionality of the space where the random vector lives is too large. In this context, a null eigenvalue is the sign of error or improper modeling.

Typically this problem appears as soon as one begins to solve Ordinary Differential Equations (ODEs) or even worse PDEs. This is the case for the estimation of tensors from raw DT-MRI data, or the regularization of tensors fields, the dense extrapolation of sparse tensor data... When these equations are being solved, negative eigenvalues appear and a re-projection step is necessary. Even with an orthogonal projection on non-negative symmetric matrices, matrices with null eigenvalues cannot easily be suppressed. This problem has to be addressed, because solving PDEs on tensor fields is a crucial issue in applications. In [5], geometric constrains (i.e. positive definiteness) are integrated in the numerical schemes used to run PDEs and non-positive eigenvalues are a priori avoided. However, the mathematical
analysis of issues such as existence of solutions of such PDEs is still a research subject, and these evolutions could blow up in finite time, i.e. go out of the tensor space in finite time.

Second, a tensor corresponds typically to a covariance matrix. The value of its determinant is a measure of the dispersion of a Gaussian random vector which has the same covariance. The classical linear interpolation of two tensors leads in most cases to an interpolation of the determinants which is not satisfactory: a global maximum is usually reached between the two tensors. This means that the associated interpolated Gaussian random vector has a strictly larger dispersion at some point between the two extremities. In the case of DT-MRI, this means that the interpolated diffusion process can be strictly larger between the two extremities! This is a serious defect, and it a monotonic interpolation of determinants would be much more preferable. We will refer to this effect as tensor swelling. It appears in most attempts to restore or filter tensor-valued images with Euclidean metrics. See for instance the smoothing results obtained in [7] on page 17, or the results given by the rank/signature preserving flow in [5]. To address this defect, it was proposed in [23, 24, 5] to modify only the orientation of tensors and not their eigenvalues. This is not completely satisfactory since one would also wish to restore eigenvalues which are subject to noise like orientations.

Third, the Euclidean metric is also unsatisfactory in terms of symmetry. The Euclidean mean for $N$ tensors $S_1, ..., S_N$ is given by:

$$
\mathbb{E}(S_1, ..., S_N) = \frac{1}{N} \left( \sum_{i=1}^{N} S_i \right).
$$

But this arithmetic mean does not yield the identity for a tensor and its inverse! If tensors model variability, one would like in many cases to take a geometric mean. An isotropic variance of $\sigma^2$ and another isotropic variance of $1/\sigma^2$ should in many applications cancel out and give an isotropic mean of variance 1. This symmetry principle can be expressed in the following way: the inversion mapping $S \mapsto S^{-1}$ should be an isometry. In particular, the mean of two tensors $S$ and $S^{-1}$ should be the identity.

To circumvent these difficulties, other metrics have been proposed for the tensor space, this time not Euclidean but Riemannian. In the approach proposed in [16, 8, 13, 14], the tensor space has no boundaries: null eigenvalues are at infinite distance. The symmetry principle is respected. Thus, the shortcomings mentioned above are overcome and moreover affine-invariance is obtained. This means that computations are invariant with respect to an affine change of coordinates. Last but not least, the swelling effect typical of Euclidean calculus on tensors has disappeared in this Riemannian framework. These theoretical properties are excellent, but the computational burden is high. This is essentially due to the curvature of the Riemannian space: the computation of geodesics and energy gradients all have substantial corrections with respect to their usual Euclidean counterparts. In spite of these technicalities, a fully operational framework for PDEs is presented in [16], exemplified with dense extrapolation and anisotropic filtering of tensors.

We propose a new Riemannian framework to fully overcome these computational limitations while conserving the same excellent theoretical properties. Contrary to the affine-
invariant case, we obtain a space with a null curvature. The new Riemannian metrics described in this work are called Log-Euclidean metrics. The complexity of associated computations is almost identical to those of the classical Euclidean framework!

The key idea of this approach is to define two new structures on tensors. First a Lie group structure, i.e. a group structure in which algebraic operations like inversion and multiplication are smooth mappings. Second, a Vector Space structure which complements the Lie group structure with a new scalar multiplication. To our knowledge, these structures are completely new in the literature and shed a new light on the tensor space. The Riemannian framework associated to the biinvariant metrics on this novel structure is particularly simple. It results in classical Euclidean computations in the logarithmic domain. This is why we have baptized such metrics Log-Euclidean. In particular, the Riemannian Fréchet mean is simply obtained by computing the arithmetic mean in the logarithm domain and mapping it back to the tensor domain with the matrix exponential.

Theoretically, this leads to excellent invariance and interpolation properties, very similar to those of affine-invariance metrics. In terms of computational efficiency, the difference is very significant. Experimentally, in the applications studied in this article, computations with Log-Euclidean metrics are at least 6 times faster than in the affine-invariant case. For the resampling of tensor fields, Log-Euclidean computations can even be 50 times faster or even more.

Let us now detail the contents of this article. In Section 2, we give an overview of the new results obtained here. These results are easier to grasp when considered globally, without the technicalities on which they are based. Then we present in Section 3 the fundamental theoretical properties of tensors we rely on afterwards. Next, we proceed to the theory of the Log-Euclidean metrics in Section 4, which shows how one can construct a Lie group and a Vector Space structures on tensors. On these structures, a special class of metrics called Log-Euclidean are particularly straightforward to use. In Section 5, we present the associated probabilistic and statistical framework, in which Riemannian notions on tensors coincide with Euclidean notions on their logarithms. In Section 6, we highlight the differences and similarities between the Log-Euclidean framework presented in Section 4 and the recently introduced affine-invariant framework. Then we turn to applications in Section 7 where we compare results in interpolation, extrapolation and anisotropic filtering obtained with the Log-Euclidean and affine-invariant frameworks. The results obtained are very similar, but are obtained much faster in the Log-Euclidean case and are also much simpler to implement.

2 Overview of the Theory of Log-Euclidean Metrics

The theory developed in the next sections is based on quite sophisticated mathematical materials. In this section, we summarize the main results obtained in Sections 4, 5, 6 and 7. This way, the reader can have a global view on the theory developed in this article.

Existence and Uniqueness of the Logarithm As shown in Section 4, to a tensor $S$ is associated a unique logarithm $L$ which is symmetric. It verifies $S = \exp(L)$ where $\exp$ is the
matrix exponential. To each symmetric matrix is associated by the exponential a tensor. In an orthonormal basis in which $S$ is diagonal, $L$ is obtained by transforming the eigenvalues of $S$ into their scalar logarithm.

**A Vector Space Structure on Tensors** Since there is a one-to-one mapping between the tensor space, denoted $\text{Sym}^+(n)$ and the space of symmetric matrices $\text{Sym}(n)$, one can give $\text{Sym}^+(n)$ a *vector space structure* by transporting the addition $+$ and the scalar multiplication $\cdot$ on $\text{Sym}^+(n)$ with the exponential.

This defines on $\text{Sym}^+(n)$ the *logarithmic multiplication* $\odot$ and the *logarithmic scalar multiplication* $\odot$, given by:

$$
\begin{align*}
S_1 \odot S_2 &:= \exp(\log(S_1) + \log(S_2)) \\
\lambda \odot S &:= \exp(\lambda \cdot \log(S)) = S^\lambda.
\end{align*}
$$

(3)

The logarithmic multiplication is *commutative* and coincides with the matrix multiplication whenever the two tensors $S_1$ and $S_2$ commute in the matrix sense.

With $\odot$ and $\odot$, the tensor space has by construction a *vector space structure*. One should note that this is not the usual vector space structure derived from the addition and scalar multiplication on square matrices. With the latter structure, the tensor space is *not* a vector space, whereas with this new structure it *is* a vector space. The notion of vector space depends on the structure one considers, and not only on the space itself.

**Log-Euclidean Metrics** When one considers only the multiplication $\odot$ on the tensor space, one has a *Lie group* structure, i.e. a space which is both a hypersurface and a group in which algebraic operations are *smooth mappings*. This viewpoint is important, because the theory of Riemannian metrics can be applied to Lie groups to define metrics, i.e. distances, in a framework where usual analysis and statistical tools can be generalized (see [15]).

Among Riemannian metrics in Lie groups, the most convenient in practice, when they exist, are *biinvariant metrics*, i.e. distances that are invariant by multiplication and inversion. For the tensor Lie group, biinvariant metrics exist and are particularly simple. We have baptized such metrics *Log-Euclidean* metrics, since they correspond to Euclidean metrics in the logarithmic domain. From a Euclidean norm $\| \|$ on $\text{Sym}(n)$, they can be written:

$$
d(S_1, S_2) = \| \log(S_1) - \log(S_2) \|.
$$

(4)

**Boundary Problems and Symmetry Principle** Contrary to the classical Euclidean framework on tensors, one can clearly see from Eq. (4) that matrices with null or negative eigenvalues are at an infinite distance from tensors and will not appear in practical computations.

Moreover, distances are not changed by inversion, i.e. the *symmetry principle* is verified. As a consequence, the Log-Euclidean mean between tensors will be a generalization of the *geometric mean* and not of the arithmetic mean as in the classical Euclidean case. This is crucial for instance for a correct interpolation of determinants when two tensors are interpolated.
Invariance by Similarity  Among all Log-Euclidean metrics on the tensor space, some are invariant by similarity (rotation plus scaling). This means that if tensors are covariance matrices, computations on tensors using such a metric will be invariant with respect to a change of coordinates obtained by a similarity. A similarity-invariant Log-Euclidean metric (maybe the simplest one!) is given by:

\[ d(S_1, S_2) = \langle \text{Trace} \left( \{ \log(S_1) - \log(S_2) \}^2 \right) \rangle^{\frac{1}{2}} . \]  

(5)

Euclidean Calculus in the Logarithmic Domain  The tensor vector space with a Log-Euclidean metric is in fact isomorphic and isometric with the corresponding Euclidean space of symmetric matrices. As a consequence, the Riemannian framework for statistics and analysis is extremely simplified, much simpler than in [8, 13, 14]. In particular, the Log-Euclidean mean of \( N \) tensors is given by:

\[ E_{LE}(S_1, \ldots, S_N) = \exp \left( \frac{1}{N} \sum_{i=1}^{N} \log(S_i) \right) . \]  

(6)

This is remarkable: in this framework, the interpolation, extrapolation, anisotropic diffusion, etc. of tensors can simply be performed in a Euclidian way in the logarithm domain, and final results are mapped back to the tensor domain with the exponential. Hence, statistical tools or PDEs can be generalized to tensors very readily. Mathematical issues such as existence and uniqueness of such PDEs on tensors are simply particular cases of the classical PDE theory on vector fields [19]. This is a striking result since so far the theory of the existence and uniqueness of general PDEs on tensors is still an open research field [5].

Comparison with Affine-Invariant Metrics  In [16], a complete framework for the use of affine-invariant metrics on tensors is presented. Log-Euclidean and affine-invariant metrics yield very similar results in applications like resampling, dense extrapolation of sparse data or anisotropic filtering (see Section 7). The only difference is slightly more anisotropic tensors in the Log-Euclidean results. The real differences are in the computational cost and the simplicity of implementation. Indeed, Log-Euclidean computations are faster by a factor of at least 6 in the applications considered in this article. Moreover, all Log-Euclidean computations are simple since Euclidean in the logarithmic domain, and do not use curvature corrections as in the affine-invariant case.

3 Classical Properties of the Tensor Space

We begin with a description of the fundamental properties and tools used in this work. First, we recall the elementary properties of the matrix exponential. Then we examine the general properties of tensors. These properties are of two types: algebraic and differential. On the one hand, tensors have algebraic properties because they are a special kind of invertible matrices, and on the other hand they can be considered globally as a hypersurface (or
manifold) and therefore have differential geometry properties. These properties are not independent; on the contrary, they are compatible in a profound way. This compatibility is the core of the approach developed here.

3.1 Notations

**Definition 1.** We will use the following definitions and notations:

- We call tensor space of dimension \( n \) and write \( \text{Sym}^+(n) \) the space of real \( n \times n \) matrices that are symmetric positive and definite.
- We write \( \text{Sym}(n) \) the vector space of real \( n \times n \) symmetric matrices.
- \( \text{GL}(n) \) is the group of real invertible \( n \times n \) matrices.
- \( \text{M}(n) \) is the space of real \( n \times n \) square matrices.
- \( \text{Diag}(\lambda_1, \ldots, \lambda_n) \) will be the diagonal matrix constructed with the real values \( (\lambda_i)_{i \in 1 \ldots n} \) in its diagonal.
- For any square matrix \( M \), \( \text{Sp}(M) \) is the spectrum of \( M \), i.e. the set of its eigenvalues.
- Let \( \phi : E \to F \) be a differentiable mapping between two smooth manifolds. Its differential at a point \( m \in E \) acting on a infinitesimal displacement \( dM \) in the tangent space to \( E \) at \( m \) is written: \( D_m \phi \cdot dM \).

The denomination “Tensor Space” comes from DT-MRI ([1]), where diffusion covariance matrices are called tensors.

3.2 Matrix Exponential

The exponential plays a central role in Lie groups (see [3, 21, 9]). We will consider here only the matrix version of the exponential, which is a tool that we extensively use in the next sections. We recall its definition, and give its elementary properties. Last but not least, we give the Baker-Campbell-Hausdorff formula. It is a very fine tool that provides deep insights in Lie Groups. We will find it highly useful to compare Log-Euclidean means to affine-invariant means in Sec. 6.

**Definition 2.** The exponential \( \exp(M) \) of a matrix \( M \) is given by \( \exp(M) = \sum_{n=0}^{\infty} \frac{M^n}{n!} \). Let \( G \in \text{GL}(n) \). If there exists \( M \in \text{M}(n) \) such that \( G = \exp(M) \), then \( M \) is said to be a logarithm of \( N \) and we write \( G = \log(M) \).

In general, the logarithm of a real invertible matrix may not exist, and if it exists it may not be unique. The lack of existence is a general phenomenon in connected Lie groups. One generally needs two exponentials to reach every element [25]. The lack of uniqueness is essentially due to the influence of rotations: rotating of an angle \( \alpha \) is the same as rotating
of an angle $\alpha + 2k\pi$ where $k$ is an integer. Since the logarithm of a rotation matrix directly depends on its rotation angles (one angle suffices in 3D, but several angles are necessary when $n > 3$), it is not unique. However, when a matrix is sufficiently close to the identity, then a logarithm always exists, and moreover among all existing logarithms, there always exists one with smallest norm, called principal logarithm. It is given by the following series:

$$\log(\text{Id} + M) = \sum_{k=1}^{\infty} \frac{(-1)^{k+1}}{k} M^k.$$  \hfill (7)

This series is absolutely convergent for $\|M\| < 1$ where $\|\cdot\|$ is an algebra norm, i.e. verifying $\|M.N\| \leq \|M\| \cdot \|N\|$ for all square matrices $M, N$.

**Theorem 1.** $\exp: M(n) \to GL(n)$ is a $C^\infty$ mapping. Its differential map at a point $M \in M(n)$ acting on an infinitesimal displacement $dM \in M(n)$ is given by:

$$D_M \exp \cdot dM = \sum_{k=1}^{\infty} \frac{1}{k!} \left( \sum_{l=0}^{k-1} M^{k-l-1} \cdot dM \cdot M^l \right).$$  \hfill (8)

**Proof.** The smoothness of $\exp$ is simply a consequence of the uniform absolute convergence of its series expansion in any compact set of $M(n)$. The differential is obtained classically by a term by term derivation of the series defining the exponential.

We see here that the non-commutativity of the matrix multiplication complicates seriously the differentiation of the exponential, which is much simpler in the scalar case. However, taking the trace in Eq. (8) yields:

**Corollary 1.** Since $\forall M, N \in M(n): \text{Trace}(M.N) = \text{Trace}(N.M)$, we have:

$$\text{Trace}(D_M \exp \cdot dM) = \text{Trace}(\exp(M) \cdot dM).$$  \hfill (9)

We will also use in the following this property on determinants:

**Proposition 1.** Let $M \in M(n)$. Then $\det(\exp(M)) = \exp(\text{Trace}(M))$.

**Proof.** This is easily seen in terms of eigenvalues of $M$. The Jordan decomposition of $M$ [12] assures that $\text{Trace}(M)$ is the sum of its eigenvalues. But the exponential of a triangular matrix transforms the diagonal values of this matrix into their scalar exponential. The determinant of $\exp(M)$ is simply the product of its eigenvalues, which is precisely the exponential of the trace of $M$.

**Baker-Campbell-Hausdorff Formula.** See [11]. We will only state the theorem in the matrix case. Let $M, N \in M(n)$ and $t \in \mathbb{R}$. When $t$ is small enough, we have the following development, in which the logarithm used is the principal logarithm:
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\[
\log(\exp(t.M) \cdot \exp(t.N)) = t(M + N) + t^2/2([M, N]) + t^3/12([M, [M, N]] + [N, [N, M]]) + t^4/24([[M, [M, N]], N]) + O(t^5).
\]

We recall that \([M, N] = MN - NM\) is the Lie Bracket of \(M\) and \(N\).

3.3 Algebraic Properties

Tensors have very remarkable algebraic properties. First, there always exists a unique symmetric\(^1\) matrix logarithm for a tensor. Second, if the tensor space is not a subgroup of \(GL(n)\), it is stable with respect to inversion. Moreover, its spectral decomposition is particularly simple\(^2\).

**Theorem 2.** For any \(S \in Sym(n)\), there exists an orthonormal coordinate system in which \(S\) is diagonal. This is in particular the case for tensors. \(Sym^+_1(n)\) is not a subgroup of \(GL(n)\), but it is stable by inversion. Moreover, the matrix exponential \(\exp : Sym(n) \rightarrow Sym^+_1(n)\) is one-to-one.

**Proof** For the first part, see elementary linear algebra manuals, or [12]. For the second part, see for example [16] chapter 3.

Thanks to the existence of an orthonormal basis in which a tensor (resp. a symmetric matrix) is diagonal, the logarithms (resp. the exponential) has a particularly simple expression. In such a basis, taking the log (resp. the exp ) of a is simply done by applying their scalar version to eigenvalues:

\[
\begin{align*}
\log(R \cdot \text{Diag}(\lambda_1, ..., \lambda_N) \cdot R^T) &= R \cdot \text{Diag}(\log(\lambda_1), ..., \log(\lambda_N)) \cdot R^T \\
\exp(R \cdot \text{Diag}(\lambda_1, ..., \lambda_N) \cdot R^T) &= R \cdot \text{Diag}(\exp(\lambda_1), ..., \exp(\lambda_N)) \cdot R^T.
\end{align*}
\]

These formulae make numerical computations of logarithms and exponentials here particularly efficient as compared to those of general matrices. Moreover, this viewpoint gives also a straightforward method for computing inverses: it suffices to inverse the eigenvalues in an orthonormal basis to obtain the inverse.

\(^1\)On the contrary, an infinity of non-symmetric matrix logarithms may exist for a tensor. For example, the identity has an infinity of skew matrix logarithms, since it can be viewed as a rotation whose angles are arbitrary multiples of \(2\pi\).

\(^2\)This is due to the fact that tensors are normal operators, like rotations and antisymmetric matrices [12].
3.4 Differential Properties

This time from the viewpoint of topology and differential geometry, the tensor space has also many particularities.

**Proposition 2.** \( \text{Sym}^+(n) \) is an open convex half-cone of \( \text{Sym}(n) \) and is therefore a submanifold of \( \text{Sym}(n) \).

**Proof.** First, let us recall that a symmetric matrix is positive definite if and only if for each vector \( x \neq 0 \), \( x^T S x > 0 \). With this in mind, let us consider one assertion at a time:

- \( \text{Sym}^+(n) \) is an open. Let \( ||.|| \) be a norm on \( \mathbb{R}^n \). Let \( ||.|| \) be the associated norm on matrices, seen as linear forms on \( \mathbb{R}^n \): \( \|M\| = \sup ||M x|| \). For any tensor \( S \), we have:
  \[ 0 
  \begin{align*}
  x^T S x & \geq \lambda_{\min} \|x\|^2 \\
  \lambda_{\min} & = \min_{\lambda \in S_p(T)} \lambda
  \end{align*}
\]
As a consequence, as long as a symmetric matrix \( dS \) is such that \( \|dS\| < \lambda_{\min} \), we have for \( x \neq 0 \):
  \[ x^T (S + dS) x > (\lambda_{\min} - \|dS\|) \|x\|^2 > 0. \]
This means that \( S + dS \) is still a tensor.

- \( \text{Sym}^+(n) \) is convex: let \( 0 < \lambda < 1 \) and \( S_1, S_2 \in \text{Sym}^+(n) \). Then \( (1 - \lambda) S_1 + \lambda S_2 \) is still positive definite.

- \( \text{Sym}^+(n) \) is a half-cone: \( \forall \lambda > 0 \) and \( S \in \text{Sym}^+(n) \), \( \lambda S \) is positive definite.

- \( \text{Sym}^+(n) \) is a submanifold of \( \text{Sym}(n) \): every open subset of a manifold is a submanifold.

This allows us to think of tensors as belonging to a smooth manifold. Thus \( \text{Sym}^+(n) \) is some kind of hypersurface, whose dimension is \( n(n + 1)/2 \) like that of \( \text{Sym}(n) \).

3.5 Compatibility Between Algebraic and Differential Properties

We have seen that \( \exp \) is a smooth bijection. But the logarithm, i.e. its inverse, is also smooth. As a consequence, all the algebraic operations on tensors presented before are also smooth, in particular the inversion. Thus the two structures are fully compatible.

**Theorem 3.** \( \log : \text{Sym}^+(n) \to \text{Sym}(n) \) is \( C^\infty \). Thus \( \exp \) and its inverse \( \log \) are both smooth, i.e. they are diffeomorphisms. This is due to the fact that the differential of \( \exp \) is nowhere singular.

**Proof** In fact, we only need to prove the last assertion. If it is true, the Implicit Function Theorem [20] applies and assures that \( \log \) is also smooth. Since the differential of \( \exp \) at 0 is simply given by the identity, it is invertible by continuity in a neighborhood of 0. We now show that this propagates to the entire space \( \text{Sym}(n) \). Indeed, let us then suppose that for a point \( M \), the differential \( D_M \exp \) is invertible. We claim that then \( D_M \exp \) is also
invertible, which suffices to prove the point. To show this, let us take $dM \in Sym(n)$ such that $D_M \exp \cdot dM = 0$. If $D_M \exp$ is invertible, we should have $dM = 0$. To see this, remark that $\exp(M) = \exp(M/2) \cdot \exp(M/2)$. By differentiation and applying to $dM$, we get:

$$D_M \exp \cdot dM = 1/2((D_M/2 \exp \cdot dM). \exp(M/2) + \exp(M/2). (D_M/2 \exp \cdot dM)) = 0.$$ 

This implies by multiplication by $\exp(-M/2)$:

$$\exp(-M/2) (D_M/2 \exp \cdot dM). \exp(M/2) + (D_M/2 \exp \cdot dM) = 0.$$ 

Since $A^{-1}, \exp(B).A = \exp(A^{-1}.B.A)$ we have also by differentiation $A^{-1}.D_B \exp(dB).A = D_B \exp(A^{-1}.dB.A)$. Using this simplification and the hypothesis that $D_M/2 \exp$ is invertible, we obtain:

$$\exp(-M/2) dM. \exp(M/2) + dM = 0.$$ 

Let us transpose this equation in an orthonormal basis in which $M$ is diagonal with a rotation matrix $R$. Let $(\lambda_i)$ be the eigenvalues of $M$. We get:

$$dN := R.dM.R^T = -\text{Diag}(\exp(-\lambda_1/2),...,\exp(-\lambda_N/2)).dN.\text{Diag}(\exp(\lambda_1/2),...,\exp(\lambda_N/2)).$$ 

Coordinate by coordinate this writes:

$$\forall i,j : dN_{i,j}(1 + \exp(-\lambda_i/2 + \lambda_j/2)) = 0.$$ 

Hence $\forall i,j : dN_{i,j} = 0$ and thus $dM = 0$. And we are done.

**Corollary 2.** In the tensor space, for all $\alpha \in \mathbb{R}$, the power mapping: $S \mapsto S^\alpha$ is smooth. In particular, this is true for the inversion mapping (i.e. when $\alpha = -1$).

**Proof.** We have $S^\alpha = \exp(\alpha \log(S))$. The composition of smooth mappings is smooth.

## 4 Log-Euclidean Metrics on the Tensor Space

We focus in this section on the description of a two new structures on tensors.

The first is a Lie group structure, i.e. an algebraic group structure that is compatible with the differential structure of the Tensor Space. This means that inversion and multiplication are smooth mappings in this space. Moreover, this new algebraic structure naturally complements the usual algebraic properties of tensors: the new inverse is the classical matrix inverse, the new product of two tensors coincides with the matrix product when the two tensors commute, and last but not least the Lie group exponential coincides with the matrix exponential! The key idea of this approach is the novel notion of *logarithmic multiplication* of two tensors. We will not recall the definition of Lie groups and their elementary properties. For a complete account on Lie group theory, see [3]. This theory is quite arduous, because it is part of both advanced algebra and differential geometry.
The second structure is a vector space structure. Indeed, one can define a logarithmic scalar multiplication that complements the Lie group structure to form a vector space structure on the tensor space.

We present all bi-invariant metrics on the Tensor Lie group, and show that among them there are metrics invariant by similarity. These metrics correspond to classical Euclidean metrics in the logarithmic domain, and we have therefore baptized them **Log-Euclidean metrics**.

The very striking result obtained in this section is that this Lie Group and Vector Space approach leads to extremely simple computations. In practice, Riemannian computations are Euclidean computations in the logarithmic domain. With a Log-Euclidean metric, the tensor space is isomorphic, diffeomorphic and isometric to the associated Euclidean vector space of symmetric matrices. This means that these two spaces with the associated structures are essentially identical.

The Riemannian framework associated to Log-Euclidean metrics fully meets the requirement stated in Section 1. First, symmetric matrices with null or negative eigenvalues are at infinite distance. Second, the symmetry principle is respected: the inversion of tensors does not change the metric.

### 4.1 Multiplication in the Tensor Space

It is definitely not obvious how one could define a multiplication on tensor spaces compatible with previous algebraic and differential properties. Intuitively, the question we ask here is: how can we combine smoothly two tensors to make a third one, in such a way that \( Id \) is still the identity and the usual inverse is remains its inverse? Moreover, if we obtain a new Lie group structure, we would also like the matrix exponential to be the exponential associated to the Lie group structure, which *a priori* can be different.

**First Idea: Matrix Multiplication** The first idea that comes to mind is to use matrix multiplication. But then the non-commutativity of matrix multiplication between tensors stops the attempt: if \( S_1, S_2 \in Sym^+(n) \), \( S_1.S_2 \) is a tensor (or equivalently, is symmetric) if and only if \( S_1 \) and \( S_2 \) commute.

**Second Idea: Forcing Symmetry in the Matrix Product** To overcome the possible asymmetry of the matrix product of two tensors, one can simply take the symmetric part of the product and define the new product \( \circ \):

\[
S_1 \circ S_2 := \frac{1}{2}(S_1.S_2 + S_2.S_1).
\]

This product is smooth, conserves the identity and the inverse, but it is not associative! Indeed, we have in general:

\[
(S_1 \circ S_2) \circ S_3 \neq S_1 \circ (S_2 \circ S_3).
\]
This makes everything fail, because associativity is an essential requirement of group structure. Without it, many fundamental properties disappear. For Lie groups, the notion of adjoint representation does not exist anymore without associativity.

**Third Idea: Inspiration from the Affine-Invariant Metrics** In [16], the distance between two tensors $S_1, S_2$ is given by:

$$d(S_1, S_2) = \| \log(S_1^{-1/2} \cdot S_2 \cdot S_1^{-1/2}) \|.$$  

(11)

where $\| . \|$ is a Euclidean norm defined on $Sym(n)$. Let us define the following multiplication $\otimes$:

$$S_1 \otimes S_2 := S_1^{1/2} \cdot S_2 \cdot S_1^{1/2}.$$  

With this multiplication, the affine-invariant metric constructed in [16] can be interpreted then as a left-invariant metric. Moreover, this multiplication is smooth, compatible with matrix inversion and matrix exponential. Everything works fine, except that it is also not associative! Again this comes from the non-commutativity of the matrix multiplication on tensors.

Thus, we see that defining a group structure directly from the matrix multiplication is difficult.

**4.2 Tensor Space as a Lie group with the Logarithmic Multiplication**

**A Multiplication Based on Logarithms** Theorem 3 points a very important fact: $Sym^+(n)$ is diffeomorphic to its tangent space at the identity, $Sym(n)$. But $Sym(n)$ has an additive group structure, and to obtain a group structure on the tensor space, one can simply transport the additive structure of $Sym(n)$ to $Sym^+(n)$ with the exponential. More precisely, we set:

**Definition 3.** Let $S_1, S_2 \in Sym^+(n)$. We define their logarithmic multiplication $S_1 \otimes S_2$ by:

$$S_1 \otimes S_2 := \exp(\log(S_1) + \log(S_2)).$$  

(12)

**Proposition 3.** $(Sym^+(n), \otimes)$ is a group. The neutral element is the usual identity matrix, and the inverse of a tensor is the inverse in the matrix sense. Moreover, whenever two tensors commute in the matrix sense, then the logarithmic product is equal to their matrix product. Last but not least, the multiplication is commutative.

**Proof.** The multiplication is defined by addition on logarithms. It is therefore associative and commutative. Since $\log(Id) = 0$, the neutral element is $Id$ and since $\log(S^{-1}) = -\log(S)$, the new inverse is the matrix inverse. Finally, we have $\exp(\log(S_1) + \log(S_2)) = \exp(\log(S_1)) \cdot \exp(\log(S_2)) = S_1 \cdot S_2$ when $[S_1, S_2] = 0$. 
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Theorem 4. The logarithmic multiplication $\odot$ on $Sym^+_1(n)$ is compatible with its structure of smooth manifold: $(S_1, S_2) \mapsto S_1 \odot S_2^{-1}$ is $C^\infty$. Therefore, $Sym^+_1(n)$ is given a commutative Lie group structure by $\odot$.

Proof. $(S_1, S_2) \mapsto S_1 \odot S_2^{-1} = \exp(\log(S_1) - \log(S_2))$. But since $\exp$ and $\log$ and the addition are smooth, their composition is also smooth. By definition (see [9], page 29), $Sym^+_1(n)$ is a Lie group.

Definition 4. $(Sym^+_1(n), \odot)$ is called the Tensor Lie group.

Proposition 4. $\exp : (Sym(n), +) \to (Sym^+_1(n), \odot)$ is a Lie group isomorphism. In particular, one-parameter subgroups of $Sym^+_1(n)$ are obtained by taking the matrix exponential of those of $Sym(n)$, which are simply of the form $(t.V)_{t \in \mathbb{R}}$ where $V \in Sym(n)$. As a consequence, the Lie group exponential in $Sym^+_1(n)$ is given by the classical matrix exponential on the Lie Algebra $Sym(n)$.

Proof. We have explicitly transported the group structure of $Sym(n)$ into $Sym^+_1(n)$ so $\exp$ is a morphism. It is also a bijection, and thus an isomorphism. The smoothness of $\exp$ then assures its compatibility with the differential structure.

Let us recall the definition of one-parameter subgroups. $(S(t))_{t \in \mathbb{R}}$ is such a subgroup if and only if we have $\forall t, s : S(t + s) = S(t) \odot S(s) = S(s) \odot S(t)$. But then $\log(S(t + s) = \log(S(t) \odot S(s)) = \log(S(t)) + \log(S(s))$ by definition of $\odot$. Therefore $\log S(t)$ is also a one-parameter subgroup of $(Sym(n), +)$, which is necessarily of the form $t.V$ where $V \in Sym(n)$. $V$ is the infinitesimal generator of $S(t)$. Finally, the exponential is obtained from one-parameter subgroups, which are all of the form $(\exp(t.V))_{t \in \mathbb{R}}$ (see [21], Chap. V).

Thus we have given the tensor space a structure of Lie group that leaves unchanged the classical matrix notions of inverse and exponential. The new multiplication used, i.e. the logarithmic multiplication, generalizes the matrix multiplication when two tensors do not commute in the matrix sense.

The associated Lie Algebra is the space of symmetric matrices, which is diffeomorphic and isomorphic to the group itself. These technical terms mean that the two spaces have essentially the same algebraic and differential structures.

The reader should note that this Lie group structure is to our knowledge completely new in the literature. For a space as commonly used as tensors, this is on the face of it very surprising. This probably comes from the fact that the Tensor Lie group is not a multiplicative matrix group, contrary to most Lie groups.

4.3 Log-Euclidean Metrics on the Tensor Lie group

Now that we have given $Sym^+_1(n)$ a structure of Lie group, we turn to the task of exploring metrics compatible with this new structure. The framework of Riemannian metrics is very
powerful: it provides a simple framework for statistics in manifolds. See [15] for a detailed account on this topic.

Among Riemannian metrics in Lie groups, biinvariant metrics are the most convenient. We have the following definition:

**Definition 5.** A metric \(<,>\) defined on a Lie group \(G\) is said to be biinvariant if \(\forall m \in G\), the left- and right-multiplication by \(m\) do not change distances between points, i.e. are isometries.

**Theorem 5.** From [21, Chapter V], biinvariant metrics have the following properties:

1. A biinvariant metric is also invariant w.r.t inversion

2. It is biinvariant if and only if \(\forall m \in G, Ad(m)\) is an isometry of the Lie algebra \(\mathfrak{g}\), where \(Ad(m)\) is the adjoint representation of \(m\).

3. One-parameter subgroups of \(G\) are geodesics for the biinvariant metric. Conversely, geodesics are simply given by left- or right-translations of one-parameter subgroups.

**Corollary 3.** Any metric \(<,>\) on \(T_{Id} \text{Sym}^+_n = \text{Sym}(n)\) extended to \(\text{Sym}^+_n\) by left- or right-multiplication is a biinvariant metric.

**Proof.** The commutativity of the multiplication implies that \(Ad(\text{Sym}^+_n) = \{Id\}\), which is trivially an isometry group.

This result is striking. In general Lie groups, the existence of biinvarinace metrics is not guaranteed. More precisely, it is guaranteed if and only if the adjoint representation \(Ad(G)\) is relatively compact, i.e. (the dimension is assumed finite) if the group of matrices given by \(Ad(G)\) is bounded ([21], Theorem V.5.3.). This is trivially the case when the group is commutative, like here, since \(Ad(G) = \{e\}\), which is obviously bounded. Other remarkable cases where \(Ad(G)\) is bounded are compact groups, like rotations. But for non-compact non-commutative groups, there is in general no biinvariant metric, as in the case of rigid transformations.

**Definition 6.** Any biinvariant metric on the tensor Lie group is also called a Log-Euclidean metric, because it corresponds to a Euclidean metric in the logarithmic domain as is shown in Corollary 4.

**Corollary 4.** Let \(<,>\) be a biinvariant metric on \(\text{Sym}^+_n\). Then its geodesics are simply given by the translated versions of one-parameter subgroups, namely:

\[
\exp(V_1 + tV_2)\]  where \(V_1, V_2 \in \text{Sym}(n)\). \hspace{1cm} (13)

The exponential and logarithmic maps associated to the metric can be expressed in terms of matrix exponential and logarithms in the following way:

\[
\begin{cases}
\log_{S_i}(S_2) = D_{\log(S_i)} \exp.(\log(S_2) - \log(S_1)) \\
\exp_{S_i}(L) = \exp(\log(S_1) + D_{S_i} \log .L).
\end{cases}
\hspace{1cm} (14)
\]
The scalar product between two tangent vectors $V_1$, $V_2$ at a point $S$ is given by:

$$< V_1, V_2 >_S = < D_S \log V_1, D_S \log V_2 >_{Id}.$$  \hspace{1cm} (15)

From this equation, we get the distance between two tensors:

$$d(S_1, S_2) = \|\log_{S_1}(S_2)\|_S = \|\log(S_2) - \log(S_1)\|_{Id}.$$  \hspace{1cm} (16)

where $\|\cdot\|$ is the norm associated to the metric.

**Proof.** Theorem 5 states that geodesics are obtained by translating one-parameter subgroups and Prop. 4 gives the form of these subgroups in terms of matrix exponential. By definition, the metric exponential $\exp_{S_1} : T_{S_1} Sym^+(n) \rightarrow Sym^+(n)$ is the mapping that associates to a tangent vector $L$ the value at time 1 of the geodesic starting at time 0 from $S_1$ with an initial speed vector $L$. Differentiating the geodesic equation Eq. (13) at time 0 yields an initial vector speed equal to $D_{V_0}\exp.V_0$. As a consequence, $\exp_{S_1}(L) = \exp(\log(S_1) + (D_{\log(S_1)} \exp)^{-1}.L)$. The differentiation of the equality $\log \circ \exp = Id$ yields: $(D_{\log(S_1)} \exp)^{-1} = D_{S_1} \log$. Hence the formula for $\exp_{S_1}(L)$. Solving in $L$ the equation $\exp_{S_1}(L) = S_2$ provides the formula for $\log_{S_1}(S_2)$.

The metric at a point $S$ is obtained by propagating by translation the scalar product on the tangent space at the identity. Let $L_S : Sym^+(n) \rightarrow Sym^+(n)$ be the logarithmic multiplication by $S$. We have: $< V_1, V_2 >_S = < D_S L_{S^{-1}} V_1, D_S L_{S^{-1}} V_2 >$. But simple computations show that $D_S L_{S^{-1}} = D_S \log$. Hence Eq. (15). Finally, we combine Eq. (14) and Eq. (15) to obtain the (simple this time!) formula for the distance.

**Corollary 5.** Endowed with a bi-invariant metric, the tensor space is a flat Riemannian space: its sectional curvature (see $[9]$, page 107) is null everywhere.

This is clear, since it is isometric to the $Sym(n)$ endowed with the Euclidean distance associated to the metric.

In $[16]$, the metric defined on the tensor space is affine-invariant. The action $\text{act}(A)$ of an invertible matrix $A$ on the tensor space is defined by:

$$\forall S, \text{act}(A)(S) = A.S.A^T.$$  

Affine-invariance means that $\forall A$ invertible, $\text{act}(A) : Sym^+(n) \rightarrow Sym^+(n)$ is an isometry. This group action describes how a tensor, assimilated to a covariance matrix, is affected by a general affine change of coordinates.

Here, the Log-Euclidean Riemannian framework will not yield full affine-invariance. However, it is not very far from it, because we can obtain invariance by similarity (rotation plus a scaling).

**Proposition 5.** We can endow $Sym^+(n)$ with a similarity-invariant metric, for instance by choosing $< V_1, V_2 > := \text{Trace}(V_1.V_2)$ for $V_1, V_2 \in Sym(n)$.
Proof. Let $R \in SO(n)$ be a rotation and $s > 0$ be a scaling factor. Let $S$ be a tensor. $V$ is transformed by the action of $sR$ into $\text{act}(sR)(S) = s^2 R S R^T$. From Eq. (16), the distance between two tensors $S_1$ and $S_2$ transformed by $sR$ is:

$$d(\text{act}(sR)(S_1), \text{act}(sR)(S_2)) = \text{Trace}(\{\log(\text{act}(sR)(S_1)) - \log(\text{act}(sR)(S_2))\}^2)$$

$$= \text{Trace}(\{\log(s^2)Id + R \log(S_1)R^T - \log(s^2)Id - R \log(S_2)R^T\}^2)$$

$$= \text{Trace}(\{R(\log(S_1) - \log(S_2))R^T\}^2)$$

$$= \text{Trace}(\{\log(S_1) - \log(S_2)\}^2)$$

$$= d(S_1, S_2).$$

Hence the result.

Invariance in the Tensor Lie group Thus, we see that the Tensor Lie group with a Log-Euclidean metric has many invariance properties: Lie group bi-invariance and similarity-invariance. Moreover, Theorem 5 shows that the symmetry principle is respected: the inversion mapping $S \mapsto S^{-1}$ is an isometry. In Section 5, we will see another invariance property, called exponential invariance: for instance the Log-Euclidean mean of square roots of tensors will be square root of the Log-Euclidean mean of the same tensors.

4.4 A Vector Space Structure on the Tensor Space

We have already seen that the Tensor Lie group is isomorphic and diffeomorphic to the additive group of symmetric matrices. We have also seen that with a Log-Euclidean metric, the Tensor Lie group is also isometric to the space of symmetric matrices endowed with the associated Euclidean metric. This is much already, but there is still more!

A Logarithmic Scalar Multiplication The Lie group isomorphism $\exp$ from the Lie Algebra of symmetric matrices to the tensor space can be extended into an isomorphism of vector spaces. Indeed, we set:

**Definition 7.** The **logarithmic scalar multiplication** $\odot$ of a tensor by a scalar $\lambda \in \mathbb{R}$ is:

$$\lambda \odot S = \exp(\lambda \log(S)) = S^\lambda.$$  \hfill (17)

For example, multiplying a tensor by a scalar factor of $1/2$ is equivalent to taking its square root.

When we assimilate the logarithmic multiplication to an addition and the logarithmic scalar multiplication to a usual scalar multiplication, we have all the properties of a vector space. By construction, the mapping $\exp: (\text{Sym}(N), +, \cdot) \rightarrow (\text{Sym}^+_N(n), \circ, \odot)$ is a vector space isomorphism. This of course does not mean that the tensor space is a subvector space of the vector space of square matrices. But this shows that we can view this space as a vector space when we identify a tensor to its logarithm. The question of whether or not the tensor space is a vector space depends on the vector space structure we are considering,
and not on the space itself. With the classical Euclidean structure of square matrices, it is not a vector space. But with the logarithmic multiplication and the logarithmic scalar multiplication, it is.

**Definition 8.** \( (\text{Sym}^+(n), \odot, \oplus) \) is called the Tensor Vector Space.

From this viewpoint, biinvariant metrics on the Tensor Lie group are simply derived from the classical Euclidean metrics on the vector space \( (\text{Sym}(n), +, \cdot) \). **Thus we have in fact defined a new Euclidean structure on the tensor space** by transporting that of its Lie Algebra \( \text{Sym}(n) \) on tensors. But this Euclidean structure has not the defects mentioned in the Section 1 of this article: matrices with null eigenvalues are at infinite distance and the symmetry principle is respected. Moreover, many invariance properties are valid, like similarity-invariance.

5 Probabilities and Statistics with Log-Euclidean Metrics

In this section, we present the Riemannian statistical framework for the Tensor Space with Log-Euclidean metric. It is particularly simple, since it is the same as the usual Euclidean framework when one identifies a tensor to its logarithm.

Practically, one simply uses the usual tools of Euclidean statistics on the logarithms and maps the results back to the Tensor Vector Space with the exponential. We recall that theoretically fully justified because the Tensor Lie group endowed with a biinvariant metric (i.e. here a Log-Euclidean metric) is isomorphic, diffeomorphic and isometric to the additive group of symmetric matrices with the associated\(^3\) Euclidean norm.

Applications of the statistics on tensors include for example DT-MRI segmentation: see [13].

5.1 General Riemannian Statistical Framework

The tensor space with a Log-Euclidean metric is a Riemannian space, exactly as the tensor space with an affine-invariant metric. In [15], the statistical framework in Riemannian spaces is fully presented from a geometrical point of view.

In these spaces, one usually generalizes the classical expectation of a random-variable with the notion of Fréchet expectation. It is defined as the set of points which minimize the metric dispersion of the random variable. Let \( (G, d(\cdot, \cdot)) \) be a Riemannian space with its distance and \( S : \Omega \to G \) a \( G \)-valued random variable. Let \( dP \) be the probability measure associated to \( S \) defined on the space of all possible outcomes \( \Omega \) (see [2] for a complete description of the classical probabilistic framework, particularly for technical requirements such as measurability, which will not be mentioned here).

\(^3\)By associated, we mean that the metric on the space of symmetric is the same as that used on the space of symmetric matrices viewed as the Lie Algebra of the Tensor Lie group.
With these notations, the Fréchet mean $\mathbb{E}(S)$ of $S$ is defined by:

$$\mathbb{E}(S) = \arg \min_T \int_{\Omega} d^2(T, S(\omega))dP(\omega).$$ (18)

A priori, existence and uniqueness are only guaranteed when the values taken by $S$ are contained in a region of $G$ that is small enough. See [15] page 13 for the statement of Karcher’s theorem.

When the Fréchet expectation is uniquely defined, one can also compute moments of superior order like the covariance. This is done this time using vectors, namely the logarithms centered on the mean. More precisely, the covariance matrix (see [15] page 17) is defined by:

$$\text{Cov}_{\mathbb{E}(S)}(S) = \mathbb{E}(\log_{\mathbb{E}(S)}(S)) = \int_{\Omega} \log_{\mathbb{E}(S)}(S(\omega)) \cdot \log_{\mathbb{E}(S)}(S(\omega))^T dP(\omega).$$ (19)

Within this framework, many usual statistical tools can be used, like Mahalanobis distance, generalizations of the normal law, etc. See [15] for more details.

### 5.2 Random Tensors

Thanks to the isometric isomorphism between the tensor space with a Log-Euclidean metric and the Euclidean vector space of symmetric matrices, the theory of tensor-valued random variables is greatly simplified. Every notion of probabilities and statistics on vectors is readily generalized in the tensor case.

Indeed, one can define the classical vector spaces of random tensors:

**Definition 9.** We can define for $\alpha \geq 1$ the Banach vector space $(L^\alpha(\Omega, \text{Sym}^+_n(\mathbb{R})))$, $\circ$, $\circ$, $\|\cdot\|_\alpha$ of $L^\alpha$-integrable tensor-valued random variables by identification with the vector space of symmetric matrices-valued random variables with the same integrability requirement. $S \in L^\alpha(\Omega, \text{Sym}^+_n(\mathbb{R}))$ if and only if:

$$\int_{\Omega} \|\log(S(\omega))\|_\alpha^\alpha dP(\omega) < \infty. \quad (20)$$

The associated norm $\|S\|_\alpha$ is simply:

$$\|S\|_\alpha = \left( \int_{\Omega} \|\log(S(\omega))\|_\alpha^\alpha dP(\omega) \right)^{\frac{1}{\alpha}}. \quad (21)$$

One can also compute characteristic functions, etc.

### 5.3 Fréchet Means and Covariances with Log-Euclidean Metrics

Computing means and expectations is particularly simple with Log-Euclidean metrics, much more than in the general Riemannian case. Indeed, we have:
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For any $L^2$ tensor-valued random variable $S$, its Log-Euclidean Fréchet mean $\mathbb{E}_{LE}(S)$, also called Log-Euclidean mean, is defined and uniquely so. It is given as in the Euclidean case by:

**Theorem 6.** Let $\langle , \rangle$ be a Log-Euclidean metric on the tensor space. Let $S$ be a $L^2$ tensor-valued random variable. Then its Fréchet mean is well defined and writes:

$$\mathbb{E}_{LE}(S) = \exp \left( \int_{\Omega} \log(S(\omega))dP(\omega) \right).$$

(22)

In particular, The Log-Euclidean mean of $N$ tensors is given by:

$$\mathbb{E}_{LE}(S_1, \ldots, S_N) = \exp \left( \frac{1}{N} \sum_i \log(S_i) \right).$$

(23)

In the $L^1$ case, one can generalize the Fréchet expectation by defining the expectation directly from Eq. (22).

**Proof.** When one expresses everything in the logarithm domain, one is faced with the classical computation of expectations and means in a Euclidean vector space. Hence the result by mapping back the results with exp in the tensor domain.

This theorem shows that it is not necessary to suppose that the random tensor hits almost surely a small enough region of the tensor space. The usual integrability condition on vectors apply.

As announced in Section 4, there is a last invariance property associated to Log-Euclidean metrics, the exponential-invariance:

**Proposition 6.** The Log-Euclidean mean in the tensor space is exponential-invariant. By this, we mean that if a scaling is applied in the logarithmic domain to a random tensor, then the resulting mean is scaled identically with respect to the Log-Euclidean mean of the same tensor-valued random variable. For example, the mean of the square root of a random tensor is the square root of its mean.

**Proof.** This simply results from the factorization of a scalar factor for in the expectation of random vector.

Like for the mean, there are considerable simplifications in the computations of other moments. Their form is exactly the usual one. For covariances, we get:

**Proposition 7.** Let us endow the Tensor Vector Space with a Log-Euclidean metric. Let $S : \Omega \rightarrow \text{Sym}^+_n(n)$ be a tensor-valued random variable. Then the associated covariance matrix $\text{Cov}(S)$ is:

$$\text{Cov}(S) = \mathbb{E}(\log\mathbb{E}_{LE}(S)) = \int_{\Omega} (\log(S(\omega)) - \log(\mathbb{E}_{LE}(S))) \otimes (\log(S(\omega)) - \log(\mathbb{E}_{LE}(S))) dP(\omega).$$

(24)
**Proof.** This is done by replacing $\log_{\mathcal{LE}}(S_i)(S(\omega))$ by its value and taking into account the scalar product at the Fréchet mean from Eqs. (14) and (15). The differential of the logarithm is canceled out by the differential of the exponential like in the computation of distances.

### 5.4 General Log-Euclidean Statistical Framework

All probabilistic and statistical notions of the Euclidean framework are directly transposed by the logarithm into the Tensor Vector Space with a Log-Euclidean metric. Hence Kolmogorov’s Strong Law of Large Number applies for Log-Euclidean means in the Tensor Vector Space. So does the Central Limit theorem and all the others usual tools. One can for example use Principal Component Analysis to analyze data, use Gaussian distributions, etc. This yields a much simpler framework than in [8, 13] where part of the affine-invariant framework statistics for tensors is presented. One can proceed in this domain exactly like for vector-valued random variables. As examples, we formulate the Strong Law of Large Numbers for tensors and the generalize the normal law to tensors. Other generalizations are straightforward and left to the reader.

**Kolmogorov’s Strong Law of Large Numbers for Tensors.** Let $S_n$ be sequence of independent identically distributed $L^1$ tensor-valued random variables. Then in the $L^1$ sense and almost surely for $\omega \in \Omega$:

$$\frac{1}{N} \sum_{k=1}^{N} \log(S_i)(\omega) \xrightarrow[N \to \infty]{\text{a.s.}} \mathbb{E}(\log(S)).$$

which by continuity of $\exp$ yields with the Log-Euclidean means:

$$\mathbb{E}_{\mathcal{LE}} ((S_i)_{i=1..N}(\omega)) \xrightarrow[N \to \infty]{\text{a.s.}} \mathbb{E}_{\mathcal{LE}}(S) \text{ almost surely.}$$

**Proof.** As mentioned in the theorem, only the continuity of the exponential is necessary to extend the vector case to the tensor case. For a vector proof, see [2]. We especially recommend to the interested reader the martingale and ergodic theory proofs.

**Definition 10.** A random tensor $T$ is said to follow a normal Law of mean $S_0$ and covariance $\Sigma$ if and only if $\log(S)$ follows a classical normal law of mean $\log(S_0)$ and covariance $\Sigma$.

### 6 Comparison Between Log-Euclidean and Affine-Invariant Metrics

A complete framework for affine-invariance computations in the tensor space is presented in [16]. In Section 5, we have emphasized how much the general Riemannian framework is

---
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<table>
<thead>
<tr>
<th>Properties</th>
<th>Affine-Invariant Metrics</th>
<th>Log-Euclidean Metrics</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \exp_{S_1}(L) = )</td>
<td>( S_1^{1/2} \exp(S_1^{-1/2}.L.S_1^{-1/2}) . S_1^{1/2} )</td>
<td>( \exp(\log(S_1) + D_{S_1} \log .L) )</td>
</tr>
<tr>
<td>( \log_{S_1}(S_2) = )</td>
<td>( S_1^{1/2} \cdot \log(S_1^{-1/2}.S_2.S_1^{-1/2}) . S_1^{1/2} )</td>
<td>( D_{\log(S_1)} \exp.(\log(S_2) - \log(S_1)) )</td>
</tr>
<tr>
<td>( &lt; L_1, L_2 &gt;_S )</td>
<td>( &lt; S^{-1/2}.L_1.S^{-1/2}, S^{-1/2}.L_2.S^{-1/2} &gt;_{1d} )</td>
<td>( &lt; D_{S_1} \log .L_1, D_{S_2} \log .L_2 &gt;_{1d} )</td>
</tr>
<tr>
<td>( d(S_1, S_2) = )</td>
<td>( | \log(S_1^{-1/2}.S_2.S_1^{-1/2}) | )</td>
<td>( | \log(S_2) - \log(S_1) | )</td>
</tr>
<tr>
<td>Geodesic between</td>
<td>( S_1^{1/2}. \exp(tW)) . S_1^{1/2} )</td>
<td>( \exp ((1 - t) \log(S_1) + t \log(S_2)) )</td>
</tr>
<tr>
<td>( S_1 ) and ( S_2 )</td>
<td>with ( W = \log \left( S_1^{-1/2}.L.S_1^{-1/2} \right) )</td>
<td></td>
</tr>
<tr>
<td>Invariances</td>
<td>Affine-invariance</td>
<td>Lie Group Biinvariance, Similarity-Invariance, Exponential-Invariance</td>
</tr>
</tbody>
</table>

Table 1: Comparison between affine-invariant and Log-Euclidean metrics for the Tensor Space.

simplified in the Log-Euclidean case. In this section, we first recall the differences between affine-invariant metrics and Log-Euclidean metrics in terms of elementary operators, distance and geodesics. Then we turn to a finer study of the properties of Fréchet means in the Log-Euclidean and affine-invariant cases. The comparison between the two types of means is important, because many algorithms use averaging procedures on tensors. As a consequence, differences in averaging have a direct influence on results in applications.

We show that Log-Euclidean and affine-invariant means are very similar. In particular, they have the same determinant and they coincide in a number of cases. But there are many cases were they are not equal. When different, the Log-Euclidean mean tends to be more anisotropic then the affine-invariant mean. We prove this locally when tensors are sufficiently isotropic: in this case, the trace of the Log-Euclidean mean is always greater than the trace of its counterpart when they differ. This is theoretically only a local result, but this phenomenon has been numerically globally verified in applications. The proof in the global case will be the object of future work.

### 6.1 Elementary Operations and Invariance

In terms of elementary operations like distance computations, geodesics and means, the Log-Euclidean case provides much simpler formulae than in the affine-invariant case. We also recall the respective invariance properties in Table 1.

However, we see that the exponential and logarithmic mappings are complicated in the Log-Euclidean case by the use of the differentials of the matrix exponential and logarithm. This is the price to pay to obtain very simple distances and geodesics. In most applications, this is of no consequence, because distances, geodesics and means can be used directly without using explicitly the metric. See Section 7.
6.2 Log-Euclidean and Affine-Invariant Means

**Definition 11.** Let $S$ be a random tensor. When they are well-defined, we will write $E_{Aff}(S)$ its affine-invariant mean and we recall that we write $E_{LE}(S)$ the Log-Euclidean mean.

Theorem 6 has to be compared with the results obtained generally on Fréchet means and in particular on affine-invariant means. In the latter case, there is in general no closed form for the mean of more than two tensors. But here, in the Log-Euclidean metrics framework, there is one, thanks to the commutativity of the additive product between tensors. One should notice that the mean does not depend on the metric as long as the metric is Log-Euclidean. We have the same phenomenon for affine-invariant means. This generalizes the classical result on Euclidean means which are independent from the Euclidean distance used.

From [15], we see that if there is no closed form for the affine-invariant mean of tensors, there is rather a *barycentric equation* that defines it implicitly:

$$
\int_{\Omega} \log(E_{Aff}(S)^{-1/2} . S(\omega) . E_{Aff}(S)^{-1/2}) dP(\omega) = 0.
$$

(27)

The solution to this equation exists and is unique and when the tensor-valued random variable $S$ is bounded. Practically, this leads to iterative numerical methods to solve the equation, which are far more computationally expensive than the direct computation of the Log-Euclidean mean using Eq. (22).

6.3 Geometric Interpolation of Determinants

The definition of the Log-Euclidean mean given by Eq. (23) is extremely similar to that of the classical scalar geometrical mean. Indeed, we classically have:

**Definition 12.** The geometrical mean of positive numbers $d_1, \ldots, d_N$, is given by

$$
E(d_1, \ldots, d_N) = \exp \left( \frac{1}{N} \sum_{i=1}^{N} \log(d_i) \right).
$$

The Log-Euclidean and affine-invariant Fréchet means can both be considered as generalizations of the geometric mean. Indeed, their determinant is the geometric mean of the geometric mean of the random determinants!

**Theorem 7.** Let $S$ be a $L^1$ random tensor. Then the determinant of its Log-Euclidean mean is the geometric mean of their random determinant. Moreover, if $S$ is $L^\infty$, its affine-invariant mean is defined and the same result holds for its determinant.
Proof. From Prop. 1 we know that \( \det(\exp(M)) = \exp(\text{Trace}(M)) \) for any square matrix \( M \). Then for the geometric mean, we get:

\[
\det(\mathbb{E}_{LE}(S)) = \exp(\text{Trace}(\log(\mathbb{E}_{LE}(S)))) \\
= \exp \left( \text{Trace} \left( \int_{\Omega} \log(S(\omega))dP(\omega) \right) \right) \\
= \exp \left( \int_{\Omega} \text{Trace}(\log(S(\omega)))dP(\omega) \right) \\
= \exp \left( \int_{\Omega} \log(\det(S(\omega)))dP(\omega) \right) \\
= \exp \left( \mathbb{E}(\log(\det(S))) \right).
\]

The commutation between the integral and the trace done in the computations is justified because the trace is a linear operator on matrices. Hence the result.

For affine-invariant means, there is no closed form for the mean. But there is the barycentric equation given by Eq. (27). By applying the same formula as before after having taken the exponential and using \( \det(S.T) = \det(S)\det(T) \) we obtain the result.

Theorem 7 shows that the Log-Euclidean and affine-invariant means of tensors are very similar. In terms of interpolation, this result is satisfactory, since it implies that the interpolated determinant, i.e. the volume of the associated interpolated ellipsoids, will vary between the values of the determinants of the source tensors. Indeed, we have:

**Proposition 8.** Let \( S \) be a \( L^\infty \) random tensor. Then the determinant of the Fréchet Log-Euclidean and affine-invariant means are within the interval \( \left[ \inf_{\omega \in \Omega}(S(\omega)), \sup_{\omega \in \Omega}(S(\omega)) \right] \).

**Proof.** This is simply a consequence of the monotonicity of the scalar exponential and of the scalar integral.

**Corollary 6.** Let \( S_1 \) and \( S_2 \) be two tensors. The geodesic interpolations provided by the affine-invariant and Log-Euclidean metrics lead to a geometric interpolation of determinants. As a consequence, this interpolation of determinants is monotonic.

**Proof.** Indeed, in both cases, the interpolated determinant \( \text{Det}(t) \) is the geometric mean of the two determinants, i.e. at \( t \in [0, 1] \): \( \text{Det}(t) = \exp((1-t)\log(\det(S_1)) + t\log(\det(S_2))) \).

This interpolation is monotonic, since the differentiation yields:

\[
\frac{d}{dt} \text{Det}(t) = \text{Det}(t)\log(\det(S_2S_1^{-1})).
\]

The sign of \( \frac{d}{dt} \text{Det}(t) \) is constant and given by \( \log(\det(S_2S_1^{-1})) \).
6.4 Criterion for the Equality of the Two Means

In general, Log-Euclidean and affine-invariant means are similar, but they are not identical. Nonetheless, there are a number of cases where they are identical, for example when the random logarithms all commute with one another almost surely. In fact, we have more:

**Proposition 9.** Let $S$ be a $L^\infty$ random tensor. If the Euclidean mean of the associated random logarithm commutes almost surely with $\log(S)$, then the Log-Euclidean and the affine-invariant means are identical.

**Proof.** Let $\tilde{L} := \int_\Omega \log(S(\omega)) dP(\omega)$. The hypothesis is that $[\tilde{L}, \log(S(\omega))] = 0$ almost surely. This implies that $\log(\exp(-1/2\tilde{L}S(\omega)) \exp(-1/2\tilde{L})) = \log(S(\omega)) - \tilde{L}$ almost surely. We see then that $\exp \tilde{L}$, i.e. the Log-Euclidean mean, is a solution of Eq. (27), i.e. is also the affine-invariant mean.

So far, we have not been able to prove the converse part of this proposition. It may be true in general and the proof of this assertion will be the subject of future work. However, the next subsection provides a partial proof, valid only when tensors are not too anisotropic, i.e. close to a scaled version of the identity.

6.5 Larger Anisotropy in Log-Euclidean Means

In Section 7, we see that affine-invariant means tend to be less anisotropic then Log-Euclidean means. Indeed, this is a general result. The following theorem explains this phenomenon when tensors are isotropic enough.

**Theorem 8.** Let $S$ be a random tensor close enough to the identity, so that we can apply the Baker-Campbell-Hausdorff formula almost surely (see Section 3). When the logarithm of the Log-Euclidean mean does not commute almost surely with $\log(S)$, then we have the following inequality:

$$\text{Trace}(S_{Aff}(S)) < \text{Trace}(S_{LE}(S)).$$

**Proof.** The idea is to see how the two means differ close to the identity. To do this, we introduce a small scaling factor $t$ and see how the two means vary when $t$ is close to zero. Let $S_t$ be the version of $S$ scaled by $t$ in the logarithmic domain. Around the identity, we can use the Baker-Campbell-Hausdorff (BCF) formula to simplify the barycentric equation (Eq. (27)). Let us use the following notations: $\log(S(\omega)) := L(\omega)$, $\tilde{L}_{Aff} := \log(S_{Aff}(S_t))$ and $\tilde{L}_{LE} := \log(S_{LE}(S))$.

First, we use twice the BCF formula to we obtain the following approximation:

$$\log((S_{Aff}(S_t))^{-1/2} S_t(\omega),S_{Aff}(S_t))^{-1/2} = tL(\omega) - L_{Aff} - t^3 \frac{1}{12} [L(\omega), L_{Aff}, L(\omega)] + t^3 \frac{1}{24} [L_{Aff}, L_{Aff}, L(\omega)] + O(t^5).$$

Then we integrate over $\Omega$ to obtain the following approximation Lemma:
Lemma 1. When $t$ is small enough, we have:

$$L_{t; Aff} = t L_{LE} + \frac{t^3}{12} \int_{\Omega} [L(\omega), [L_{LE}, L(\omega)]]dP(\omega) + O(t^5).$$  

(30)

Proof. To obtain the approximation, note that the second factor $t^3 \frac{1}{24} [L_{t; Aff}, [L_{t; Aff}, L(\omega)]]$ in Eq. (29) becomes a $O(t^5)$. Indeed, when the integration over $\Omega$ is done, $L(\omega)$ becomes $L_{LE}$. But we can replace $L_{LE}$ by its value in term of affine-invariance mean using Eq. (29). Then, using the fact that $[L_{t; Aff}, L_{t; Aff}] = 0$ we see that we obtain a $O(t^5)$.

Note also that thanks to the symmetry principle, $L_{t; Aff}$ becomes $-L_{t; Aff}$ when $t$ is chancer into $-t$, i.e. $t \mapsto L_{t; Aff}$ is odd. As a consequence, only odd terms appear in the development in powers of $t$.

Next, we take the exponential of Eq. (30) and differentiate the exponential to obtain:

$$\mathbb{E}_{Aff}(S_t) = \mathbb{E}_{LE}(S_t) + D_{tL_{LE}} \exp \left( \frac{t^3}{12} \int_{\Omega} [L(\omega), [L_{LE}, L(\omega)]]dP(\omega) \right) + O(t^5).$$

Then we use several properties to approximate the trace of affine-invariant means. First, we use Corollary 1 to simplify the use of the differential of the exponential. Then we approximate the exponential by the first two terms of its series expansion. We get:

$$\text{Trace}(\mathbb{E}_{Aff}(S_t)) = \text{Trace}(\mathbb{E}_{LE}(S_t)) + \text{Trace}\left( \exp(tL_{LE}) \frac{t^3}{12} \int_{\Omega} [L(\omega), [L_{LE}, L(\omega)]]dP(\omega) \right) + O(t^5)$$

$$= \text{Trace}(\mathbb{E}_{LE}(S_t)) + \text{Trace}\left( (Id + tL_{LE}) \frac{t^3}{12} \int_{\Omega} [L(\omega), [L_{LE}, L(\omega)]]dP(\omega) \right) + O(t^5)$$

$$= \text{Trace}(\mathbb{E}_{LE}(S_t)) + \frac{t^4}{12} \int_{\Omega} \text{Trace} \left( L_{LE} [L(\omega), [L_{LE}, L(\omega)]] \right) dP(\omega) + O(t^5)$$

$$= \text{Trace}(\mathbb{E}_{LE}(S_t)) - \frac{t^4}{12} \int_{\Omega} \text{Trace} \left( L(\omega)^2 L_{LE}^2 - (L(\omega) L_{LE})^2 \right) dP(\omega) + O(t^5).$$

To conclude, we use the following Lemma:

Lemma 2. Let $A, B \in \text{Sym}(n)$. Then:

$$\text{Trace}(A^2 B^2 - (A.B)^2) \geq 0.$$

The inequality is strict if and only if $A$ and $B$ do not commute.

Proof. Let $(A_i)$ (resp. $(B_i)$) be the column vectors of $A$ (resp. $B$). Let $<,>$ be the usual scalar product. Then we have:

$$\begin{cases} 
\text{Trace}(A^2 B^2) = \sum_{i,j} <A_i, A_j><B_i, B_j> \\
\text{Trace}((A.B)^2) = \sum_{i,j} <A_i, B_j><B_i, A_j>.
\end{cases}$$

INRIA
Let us now chose a rotation matrix $R$ that makes $A$ diagonal: $R.A.R^T = \text{Diag}(\lambda_1, \ldots, \lambda_n) = D$. Let us define $C := R.B.R^T$ and use the notations $(C_i)$ and $(D_i)$ for the column vectors of $C$ and $D$. We get:

$$
\begin{align*}
\text{Trace}(A^2.B^2) &= \sum_{i,j} < D_i, D_j > < C_i, C_j > = \sum_i \lambda_i^2 < C_i, C_i > \\
\text{Trace}((A.B)^2) &= \sum_{i,j} < D_i, C_j > < C_i, D_j > = \sum_i \sum_j \lambda_i \lambda_j < C_i, C_j >.
\end{align*}
$$

By the Cauchy-Schwarz inequality, we have $|\sum_{i,j} \lambda_i \lambda_j < C_i, C_j > | \leq \sum_i \lambda_i^2 < C_i, C_i >$, which proves the first point. But the Cauchy-Schwarz inequality is an equality if and only if there is a constant $\mu$ such that $D.C = \mu C.D$. But only $\mu = 1$ allows the inequality of the lemma to be an equality. This is equivalent to $C.D = D.C$, which is equivalent in turn to $A.B = B.A$. Hence the result.

**End of Proof of Theorem 8.** When we apply Lemma 2 to the obtained estimation for the trace, we see that for a $t \neq 0$ small enough, the trace of the affine-invariant mean is indeed strictly inferior to the trace of the Log-Euclidean mean whenever the mean logarithm does not commute almost surely with the logarithm of the random tensor.

**Corollary 7.** By invariance of the two means with respect to scaling, the strict inequality given in Theorem 8 is valid in a neighborhood of any tensor of the form $\lambda I_d$ with $\lambda > 0$.

**Corollary 8.** When the dimension is equal to 2, the Log-Euclidean mean of tensors which are isotropic enough is strictly more anisotropic then their affine-invariant mean when those means do not coincide.

**Proof.** In this case, there are only two eigenvalues for each mean. Their products are equal and we have a strict inequality between their sum. Consequently, the largest eigenvalue of the Log-Euclidean mean is strictly larger than the affine-invariant one, and we have the opposite result for the smallest eigenvalue.

### 7 Application to Interpolation, Dense Extrapolation and Anisotropic Filtering

In this section, we compare experimental results between Log-Euclidean metrics and affine-invariant metrics. We have selected three applications already presented in [16]: multilinear interpolation, dense extrapolation of sparse tensor data and anisotropic filtering.

The results obtained are qualitatively and quantitatively very similar. The only difference is a little more anisotropy in results obtained with the Log-Euclidean metric. However, there is a considerable difference in terms of computational cost: the resampling of tensor fields can be as much as 1000 times faster in the Log-Euclidean case. Experimentally, a factor of at least 6 is observed in applications such as dense extrapolation or anisotropic filtering.

Moreover, PDEs are much simpler in the Log-Euclidean case. Thanks to the isometric isomorphism between the tensor space and the Euclidean vector space of symmetric matrices,
the evolution equations are classical vector PDEs in the logarithmic domain. Their resolution consists simply of mapping all tensors to the logarithmic domain, solving the PDEs with classical vector methods, and finally mapping back the result to the tensor space with the exponential. This very significant simplification allows for the direct generalization of all vector PDE theory and methods to tensor fields. This yields a much more flexible and powerful framework than in the affine-invariant case where each classical PDE has to be carefully re-adapted to the Riemannian framework taking into account substantial corrections due to the curvature.

7.1 Multilinear Interpolation

Usual Diffusion Tensor Images are anisotropic. A typical DT image has $128 \times 128 \times 30$ voxels, and a voxel has the following spatial dimensions: $2\text{mm} \times 2\text{mm} \times 4\text{mm}$. When one wishes to resample them isotropically, i.e. in the example obtain $128 \times 128 \times 60$ voxels whose spatial extension is $2\text{mm} \times 2\text{mm} \times 2\text{mm}$, one is faced with the choice of the interpolation method. This resampling step can be crucial, for instance in algorithms tracking fibers in the white matter of the brain (see [18]).

In Fig. 1 are presented the results obtained for the interpolation of two tensors with three methods: linear interpolation of coefficients and interpolation along geodesics in the affine-invariant and Log-Euclidean cases. One sees immediately that the classical interpolation of tensors is inadequate: the determinant of the interpolated tensors does not vary in a monotonic way between the two tensors. The volume of the interpolated ellipsoid reaches a global maximum between the two extremities, which is not satisfactory physically in terms of diffusion. This swelling effect is typical of interpolation methods based on classical Euclidean metrics. On the contrary, geodesic interpolation provides a monotonic geometric interpolation of determinants, which results in interpolated ellipsoid with a satisfying volume (the proof of this result is given by Corollary 6). Note that the interpolated ellipsoids given by the Log-Euclidean metric are somewhat more anisotropic than their affine-invariant counterpart. This effect is general and was discussed in Section 6.

For 2D images (resp. 3D images) of vector data, bilinear (resp. trilinear) interpolation is used very frequently. It provides a fast a rather accurate interpolation. Fig. 2 presents the results of geodesic bilinear interpolation in the affine-invariant and Log-Euclidean cases. For a position in space between the four tensor germs, the associated interpolated tensor is the Fréchet mean associated to the classical barycentric coefficients of the spatial position. In the affine-invariant case, the computation of the mean is iterative, whereas in the Log-Euclidean case, the closed form given by Eq. (23) is used directly. Again, results are very similar, with more anisotropy in the Log-Euclidean case. But in terms of computational performance, the difference is extremely in favor of Log-Euclidean interpolation. The resampling based on Log-Euclidean metrics can be as much as 1000 times faster than in the affine-invariant case. Practically, a factor at least between 10 and 50 is observed.
Figure 1: **Linear interpolation of two tensors.** **Above:** linear interpolation on coefficients. **Middle:** affine-invariant interpolation. **Below:** Log-Euclidean interpolation. Note the characteristic swelling effect observed in the Euclidean case, which is not present in both Riemannian frameworks. Note also that Log-Euclidean means are more anisotropic their affine-invariant counterparts.

### 7.2 Solving PDEs in a Riemannian Tensor Space

In [16] is shown how one can take into account the affine-invariant metric to solve PDEs in the Tensor Field. When one wishes to minimize a criterion of the type $E(S)$ where $S : \Omega \subset \mathbb{R}^3 \to Sym^n_+(n)$ is a tensor Field, one can first compute the gradient of the criterion relative to the metric with the usual first variation of the criterion:

$$E(S + \epsilon dS)(x) = E(S)(x) + \epsilon < \nabla E(S)(x), dS(x) >_{S(x)} + o(\epsilon).$$

With this gradient, one can minimize the criterion with an intrinsic evolution equation of the type:

$$S_{t+1}(x) = \exp_{S_t(x)} (-\epsilon \nabla E(S_t)(x)).$$
In this geodesic marching approach, the idea is to adapt the classical first order gradient descent with a fixed time step $\epsilon$ to the Riemannian framework. This is done by shooting along the geodesic starting at $S(x)$ in the direction given by the opposite of the Riemannian gradient $\nabla E(S_t)(x)$ with a time step $\epsilon$. This intrinsic evolution guarantees that at time $t$ the field $S_t$ is still a tensor field, which is not necessarily the case for a classical Euclidean gradient descent in which non-positive eigenvalues can appear.

7.3 Dense Extrapolation with Harmonic Diffusion

In [16], an optimization framework was proposed to densely extrapolate spare tensor information. This is useful in particular for the extrapolation of sparse first-order information on anatohical variability.

The criterion to minimize is the following:

$$E(S) = Sim(S) + \lambda Reg(S). \quad (31)$$

$Sim(S)$ is the attachment term to the sparse data, which is of the form:

$$Sim(S) = \int_{\Omega} \sum_{i=1}^{N} d^2(S(x), S_i)G_\sigma(x - x_i)dx. \quad (32)$$

Here, $\Omega$ is the image domain, the $(x_i)$ are the $N$ spatial positions where tensor measures $(S_i)$ are known. This energy terms models the fact that values $S(x)$ near $x_i$ should not differ too much from the measure $S_i$. The centered Gaussian $G_\sigma$ of variance $\sigma^2$ quantifies how the influence of the measure $S_i$ extends in space from $x_i$.

The proposed regularization term is the classical harmonic energy:

$$Reg(S) = \int_{\Omega} \|\nabla S(x)\|_{S(x)}^2 dx. \quad (33)$$

More precisely, the squared norm of the spatial gradient $\|\nabla S(x)\|_{S(x)}^2$ is given by:

$$\|\nabla S(x)\|_{S(x)}^2 = \sum_{j=1}^{3} \| \frac{\partial}{\partial x_j} S(x) \|_{S(x)}^2. \quad (34)$$

In [16], Eq. (31) is solved using the geodesic marching described in Section 7.2 with an adapted numerical scheme taking into account the Riemannian curvature.

Log-Euclidean Metric Case In the Log-Euclidean case, the resolution of Eq. (31) is greatly simplified. In effect, Eq. (32) becomes:

$$Sim(S) = \int_{\Omega} \sum_{i=1}^{N} \| \log(S(x)) - \log(S_i)\|_{S(x)}^2 G_\sigma(x - x_i)dx. \quad (35)$$
Moreover, using the metric equation (Eq (15)) and the fact that:

$$\frac{\partial}{\partial x_j} \log(S(x)) = D_{S(x)} \log \cdot \frac{\partial}{\partial x_j} S(x).$$

Eq. (33) writes now simply:

$$Reg(S) = \int_{\Omega} \| \nabla \log(S(x)) \|^2 dx. \quad (36)$$

In Eqs. (35) and (36), it is remarkable that the norms do not depend on the position $S(x)$ any more. The Log-Euclidean Riemannian framework leads to a classical vector optimization problem in the logarithmic domain. As a consequence, one can use classical resolution methods in the logarithmic domain and finally map the result back in the tensor domain with the exponential.

Experimental results and comparisons are presented in Fig. 3 and Fig. 4. A dense extrapolation of 4 tensors is performed both in the affine-invariant and Log-Euclidean framework. As expected, the results are very similar, with slightly more anisotropy in the Log-Euclidean case. To measure anisotropy, we use the fractional anisotropy (FA), which is defined by:

$$FA(S) = \left( \frac{3}{2} \sum_{i=1}^{3} \left( \lambda_i - \bar{\lambda} \right)^2 \right)^{\frac{1}{2}} \frac{\sum_{i=1}^{3} \lambda_i}{\lambda_i^2}.$$

In terms of computational cost, the Log-Euclidean framework leads to computations 7 times faster than their affine-invariant counterparts. See Table 2 for computation times on a Pentium M 2 GHz, 1 Go RAM. The parameters chosen in the experiment are: $\sigma = 1/16 + W$ where $W$ is the width of the grid, $\lambda = 0.05$, $\Delta t = 0.5$ (time step). The metric used is the similarity-invariant metric presented in Section 4.

### 7.4 Anisotropic Filtering

In [16], a generalization of the anisotropic filtering presented in [17, 10] to tensor fields is detailed. The idea is to regularize the tensor field (i.e. make the regularity energy given by Eq. (33) decrease) in an adaptive way so as to preserve strong variations as much as possible.

<table>
<thead>
<tr>
<th>Grid Size</th>
<th>Aff.-Inv. Metric</th>
<th>BII. Inv. Metric</th>
<th># of Iterations</th>
<th>Speed Ratio (Aff./BII)</th>
</tr>
</thead>
<tbody>
<tr>
<td>16x16</td>
<td>1m27.54s</td>
<td>12.15s</td>
<td>600</td>
<td>7.2</td>
</tr>
<tr>
<td>32x32</td>
<td>5m18.420s</td>
<td>41.995s</td>
<td>600</td>
<td>7.6</td>
</tr>
<tr>
<td>64x64</td>
<td>20m4.875s</td>
<td>2m47.384s</td>
<td>600</td>
<td>7.2</td>
</tr>
<tr>
<td>32x32x32</td>
<td>31m7086s</td>
<td>4m0.032s</td>
<td>200</td>
<td>7.8</td>
</tr>
</tbody>
</table>

Table 2: Comparison of computational performance between affine-invariant and Log-Euclidean metrics for dense extrapolation.
possible. This low-level processing can be crucial for the success of high-level algorithms based such as those tracking fibers tracts in the white matter of the brain.

This was done in [16] with simple modifications of the gradient of the regularization energy that result in an attenuation of the gradient wherever strong variations occur. This leads to a modified Laplace operator. In the classical Euclidean case, the modified Laplace operator writes:

$$\Delta_{aniso} S(x) = \sum_{j=1}^{3} c(|| \frac{\partial}{\partial x_j} S(x)||) \frac{\partial^2}{\partial x_j^2} S(x)$$

Practically, the family of functions $c(x) = \exp(-x^2/\kappa^2)$ was used in [16].

**Log-Euclidean Case** Everything is simplified. Regularizing with the Log-Euclidean metric a tensor field is equivalent to a Euclidean regularization of the associated logarithmic field which is a vector field. Eq. (37) can be used directly since the Laplace operator is simply the usual Laplacian in the logarithmic domain.

As an example, we have filtered anisotropically a DTI slice of 128 $\times$ 128 voxels in both Riemannian frameworks. The parameters used are: $\kappa = 1.0$, $\Delta t = 0.1$ (time step) and the number of iterations is 20. Anew, results are very similar, with slightly more anisotropy in the Log-Euclidean case. Computations are faster in the Log-Euclidean case by a factor at least 6. The results are shown in Fig. 5 and Fig. 6. As expected, there is no tensor swelling, as opposed to results in the literature obtained with classical Euclidean metrics as in [7, 5].

**General Anisotropic Filtering in the Log-Euclidean Case** Since regularizing with the Log-Euclidean metric a tensor field is equivalent to a Euclidean regularization of the associated logarithmic field, all classical filtering methods on vector fields apply directly to the tensor case. This will be the subject of future work.

From a mathematical point of view, the fact that such evolution PDEs on tensors are in fact PDEs on vector fields guarantees the existence and uniqueness of solutions for the tools used in the literature of PDEs on vector-valued images (see [19] for complete references on this theory). This is very satisfying when compared to the lack of current theory for general PDEs on tensor-valued images [5].

8 Conclusions

In this work, we have presented a new efficient Riemannian framework for tensor calculus. Based on Log-Euclidean metrics on the tensor space, or equivalently on Euclidean metrics on a new vector space structure on tensors, this framework transforms Riemannian computations on tensors into Euclidean computations on their logarithms. These logarithms are symmetric matrices, and thus can be considered as vectors. This leads to simple and efficient extensions of the classical tools of vector statistics and analysis to tensors.
Like affine-invariant metrics, Log-Euclidean metrics correct the defects of the classical Euclidean framework: non-positive eigenvalues are at an infinite distance, and matrix inversion does not change the distance between tensors. Like in the affine-invariant case, averaging procedures with Log-Euclidean metrics are a new generalization of geometric averaging. With this tool, one can use very simply and efficiently classical evolution PDEs usually applied to vector-valued images, without any swelling effect as in the classical Euclidean case. This is remarkable when compared to the usual complexity of restoration methods proposed in the literature. Moreover, these methods restore tensors in many cases only indirectly through the use of extracted features carrying less information than tensors. This is obviously not the case with Log-Euclidean metrics.

From a practical point of view, results are very similar to those of the affine-invariant framework and are obtained much faster, with an experimental computation time ratio of at least 6 and sometimes much more in favor of the Log-Euclidean framework for the applications presented in this article.

In future work, we will investigate in further details the generalization of anisotropic filtering to tensors in order to restore noisy DTI images. In particular, we will try to measure the impact of anisotropic filtering on the tracking of fibers of white matter in the human nervous system. We also intend to explore in more details how these new tools on tensors can lead to more accurate statistics and extrapolations of the anatomical variability of the human brain.

In this article, we have shown that within the family of Riemannian metrics, there are in fact several alternatives, each with its specificities. In the very new field of research on tensor calculus, it remains to be seen whether other frameworks remain to be discovered. As this work shows, new points of view on the tensor space can lead to significantly faster and simpler computations in a number of applications. Indeed it would be very desirable to continue to increase the number of tools available for tensor calculus to have an adapted tool for each situation.
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Figure 2: Bilinear interpolation of four tensors. **Above:** Log-Euclidean mean. **Below:** affine-invariant mean. Notice that the interpolation is the same to the left along the first column, because the two interpolated tensors commute. On the contrary, results are substantially different on the right: as expected, the anisotropy is larger in the Log-Euclidean case.
Figure 3: Dense extrapolation of tensors with harmonic diffusion. Upper Left: germs. Upper Right: magnified visualization of the absolute value of the Euclidean difference between the two extrapolations. Lower Left: affine-invariant extrapolation. Lower Right: Log-Euclidean extrapolation. Note that the Log-Euclidean extrapolation yields tensors a little more anisotropic. The differences are very small, and are mostly concentrated along the direction of anisotropy.
Figure 4: Dense extrapolation of tensors with harmonic diffusion: comparison of anisotropy. **Left:** histogram of the relative difference (i.e. the difference divided by the first term) between the fractional anisotropy of the Log-Euclidean extrapolation and its affine-invariant counterpart. **Right:** histogram of the relative difference between the largest eigenvalue of the Log-Euclidean extrapolation and its affine-invariant counterpart. Note that the differences are always positive: the anisotropy is larger in the Log-Euclidean case.
Figure 5: Anisotropic filtering of a DTI slice. **Upper Left**: raw DTI slice. **Upper Right**: zoom on a highly magnified visualization of the absolute value of the Euclidean differences between the two results (magnification factor of approximately 1000). **Lower Left**: affine-invariant result. **Lower Right**: Log-Euclidean result. Note that the differences are very small, and are concentrated along the directions of anisotropy. Note that there is no tensor swelling whatsoever, contrary to the Euclidean case.
Figure 6: **Anisotropic filtering of a DTI slice**. Above: statistics on the relative difference (i.e., the difference divided by the first term) of fractional anisotropy between the affine-invariant and the Log-Euclidean cases. Below: statistics on the relative difference of largest eigenvalue between the affine-invariant and the Log-Euclidean cases. As expected, the anisotropy is generally larger in the Log-Euclidean case.