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Outline: Video Classification

* Introduction to videos
* Traditional video processing using CNNS
* RNNs (specifically LSTMs)

* Implementing LSTMs



Why video analysis?

Data:
:11:1(® Motion Gallery

~2.5 Billion new videos /
month

TV-channels recorded
since 60’s

- .~5K image uploads
fIICkr every min. You TUbe >34K hours of video upload

every day

CCTV SURVEILLANCE CAMERA

FREE NATIONWIDE DELIVERY

Go0Ohand

~30M surveillance cameras in US
=> ~700K video hours/day

) And even more with future
~ . wearable devices




Why video analysis?

Applications:

First appearance of N. Sociology research: Education: How do |

Sarkozy on TV Influence of character make a pizza?
smoking in movies

Surveillance: Predicting crowd behavior

. Entertainment: Motion capture and animation



Why video analysis?
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Introduction to videos

e A video is a sequence of frames captured over
time

e Now our image data is a function of space
(X, y) and time (t)

Challenge is how to model time? }
— (Xsyst)
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Video Classification Techniques

* Frame-level aggregation
e Aggregating the frame-level information using pooling
 Temporal information is lost

e Recurrent Neural Networks
* Model the temporal evolution of the frames using gating functions
* Does not handle space-time simultaneously

For handling time

* 3D Convolutional Networks
e Perform convolution across space-time simultaneously
* Toorigid to capture subtle information




—> Feature-Aggregation

Frame-level Aggregation

Video-level features (F)

Frame-level Features

2D CNNs — VGG, fl- —_ Max Pooling

ResNet, Inception

F = max(f;)

Min Pooling
F = min(f;)

Mean Pooling
t
i=1fi

t

F =

Feature Extraction

I -

Max - Min Pooling
F = concat(max(f;)(min(f;))




Frame-level Aggregation

 Temporal connectivity pattern?
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Frame-level Aggregation

* These frame-level pooling mechanisms provide a video descriptor
which focuses on the salient instances in the video.

* The video descriptors for each video are treated as data samples for a
classifier (like SVM) for classifying the videos.



Frame-level Aggregation

How do you extract the frame-level features?

Image Classifier

Pre-trained on ImageNet

224 x 224 x3 224 x224 x 64

AN

12 x 128

14x 14 x 512

%556"256 7 X7 x512
28 x 28 x 512

—) convolution+RelLU
) max pooling
fully nected+RelU
softmax

> Extract feature from

1x1x4096 1 x 1 x 1000

Fully-connected layer
(FC-2)



Implementation

Keras Estimator API

Python wrapper (tf.nn)

C++ TensorFlow

High-level API

Low-level API

C++ layer

All the practicals will be in Keras with Tensorflow
in the back-end.

3
P

TensorfFlow

Keras

Keras is a high-level neural networks API, written in Python
and capable of running on top of TensorFlow, CNTK, or Theano.
It was developed with a focus on enabling fast experimentation.



https://github.com/tensorflow/tensorflow
https://github.com/Microsoft/cntk
https://github.com/Theano/Theano

TensorFlow Ecosystem: A Brief Introduction

e Keras App“cations callbacks = [tf.keras.callbacks.TensorBoard('./logs_keras')]
model.fit(x_triiamytersiorfipudesas,apnteniéans validatithindpert fesbist 30 test),
* TensorBoard callbacks=callbacks)
e TensorFlow Add-ons > tensorboardna-g%%?lg égﬁlse'tlg%r(avaeightsfimagenet')
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Some demos at the end...



224x224x3 224 %224 x64

Implementation

112x 112 x 128

%X%”% 7X7x512
28 x 28 x 512

14x14x512 1y

Extracting 2D CNN features from a pre-trained model

fl x4096 I x 1 x 1000

from keras.applications.vggl6 import VGG16

from tensorflow.keras.utils import load_img, img_to_array
from keras.applications.vggl6 import preprocess_input
import numpy as np

() convolution+ReLU
) max pooling
fully nected+ReLU
softmax

model = VGG16(weights='imagenet', include_top=True) /

model = Model(inputs=model.input, outputs=model.get_layer('fc2').output)
Processing a video

def feature_extraction(img_path):
img = image.load_img(img_path, target_size=(224, 224))
X = image.img_to_array(img)
X = np.expand_dims(x, axis=0)
X = preprocess_input(x)
return X

video_path = ‘path to the video’

image_files = os.listdir(video_path)

features =[]

for image in image_files:
features.append(feature_extraction
(os.path.join(video_path, image)))




Implementation

Perform max-min pooling on the frame-level features

import numpy as np
import os
path = "../results/frame_features/"

def max_min_conv(video):
frame_features = np.loadtxt(video, delimiter=',')
max_features = np.amax(frame_features, axis=0)

min_features = np.amin(frame_features, axis=0)
final_t1 = np.hstack([max_features, min_features])
return final_t1

Let’s try on Google Colab!!!
https://colab.research.google.com/drive/1cmeK311Fhfe

EUHMQjO3po01zHMQv dGw?usp=sharing

for video in os.listdir(path):
desc =[]
video_descriptor = max_min_conv(os.path.join(path, video))
desc = np.hstack([desc, video_descriptor.ravel()])

np.savetxt('../results/video_descriptors/'+video, desc, delimiter=',')



https://colab.research.google.com/drive/1cmeK311FhfeEUHMQjO3poO1zHMQv_dGw?usp=sharing

Disadvantages

* These video descriptors do not model temporal information and only
relies on the salient frame-level features.

* Then how should we model temporal information???

Time for a short break may be .......



Recurrent Neural Networks (RNNs)

* Humans don’t start their thinking from scratch every second. As you
read this essay, you understand each word based on your
understanding of previous words. You don’t throw everything away
and start thinking from scratch again.

* Traditional neural networks can’t do this, and it seems like a major
shortcoming. For example, imagine you want to classify what kind of
event is happening at every point in a movie. It’s unclear how a
traditional neural network could use its reasoning about previous
events in the film to inform later ones.



Recurrent Neural Networks (RNNs)

Recurrent neural networks address this issue. They are
networks with loops in them, allowing information to persist.

Outputs a value at time t
(State)

A recurrent neural network
can be thought of as
multiple copies of the
same network, each
passing a message to a
successor.

RNN Cell

Input at time t

(h)
K==y

RNN



Recurrent Neural Networks (RNNs)
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Recurrent Neural Networks (RNNs)

@
0 _:_Mﬁh' - Ji,
[GrR)
4
Jth ) — Concatenate
|
(x)
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Recurrent Neural Networks (RNNs)

Task: Predict the next word

The clouds are in the sky

clouds
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Recurrent Neural Networks (RNNs)

Initial state >
ﬁ 1

feature uectﬂh feature_vectorz l‘eature_uecmrj‘
CNN T CNN T CNN
frame; | frame; _ frames ‘

§~'" = softmax ( Vh=t )



h{t} — tﬂﬂh(wrﬁch{t_l} + W‘inputm{t} + b)

Recurrent Neural Networks (RNNs)

Violent 0 0 0.9 0.9 0.9 0.9
Dance 0 0 0 0 0 0
regular regular gunshot regular regular regular
frame frame frame frame frame frame
Violent 0 0 0 0 0 0
Dance 0.1 0.3 0.5 0.7 0.6 0.5
dancing dancing dancing dancing regular regular
frame frame frame frame frame frame




Recurrent Neural Networks (RNNs)

* Backpropagation through time (BPTT)
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Recurrent Neural Networks (RNNs)

Not capable of learning

* Slow to train long-term dependencies

because of gradient
« Gradient Vanishing/explosion vanishing factor.
e Truncated backpropagation

Gy
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Long Short term Memory (LSTM)
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Long Short term Memory (LSTM)

cell state

Ci_1

*

f-grget gate Input gate I C,
H

Eanhd

(X) Oftput gate

J

o ]
=

Key idea — The horizontal line

The cell state is kind of like a conveyor
belt. It runs straight down the entire
chain, with only some minor linear
interactions. It’s very easy for
information to just flow along it
unchanged.

® Gates are a way to optionally let information
through. They are composed out of a sigmoid neural
net layer and a pointwise multiplication operation.



LSTM — How does it work?

Forget gate

The first step in our LSTM is to decide what
information we’re going to throw away from the
cell state.

[t ft = O'(Wf‘[ht_l,aft] + bf)

Ty



LSTM — How does it work?

hi—1

Ty

it

| 0 | [tanh]

Input gate
The next step is to decide what new information
we’re going to store in the cell state.

it = U(Wi'[ht_l,il?t] + bz)
ét :tanh(Wc-[ht_l,a:t] + bc)

\ Candidate cell state vector

which can be added to the cell
state



LSTM — How does it work?

Cell state
It’s now time to update the old cell state, C;_1,
into the new cell state C;.

Cy1 %

L

ﬁT %tr-%§ Ci = fix Cr1 +ip + Cy




LSTM — How does it work?

Output gate
Finally, we need to decide what we’re going to
hy output. This output will be based on our cell

state, but will be a filtered version.

Ctanh> Or =0 (WO [ht_l,élﬂ't] + bo)

Ot e
h; = o; * tanh (C}
- @ . (C)




Gated Recurrent Units (GRU)

it = O (Wz ' :ht—lawt:)
Tt = O-(W'r‘ ' :ht—laxt:)
;Lt — tanh (W . [’f’t X ht—la ZCt])

ht:(l—zt)*ht_1-|-zi>}<ﬁt




1D Convolutions

 LSTMs and GRUs problem with longer sequences

e 1 second of audio (at 22KHz) corresponds to ~22000 samples in

* Reduce dimensionality: 2D convolutions for images then 1D for
sequences

* Recurrent layers with 1D convolutions

|

>

faY
(1] 119 !
Implementations:
model = keras.models.Sequential ([
keras.layers.ConvlD(filters=20, kernel size=4, strides=2, padding=
"yalid",

input shape=[None, 1]),
keras.layers.GRU (20, return sequences=True),
keras.layers.GRU (20, return sequences=True),
keras.layers.TimeDistributed (keras.layers.Dense (10} )

1)

Next session: More on Temporal Convolutional Networks (TCNs)...



RNN vs LSTM

RNN LSTM
Adding the
updates instead of
— > — " multiplying f f f
JJW w w
I wl ] fwl | fwl , . R
—> > —>

an ah AR
N N N

At backprop, if we inject some gradients at the last time step, these EB interaction are just gradient highways.
They will flow till the first time step.

For RNN, there is the problem of vanishing gradients, where the gradients die off while backpropagating through.




RNNs or LSTMSs

Output dimension of last time step — batch_size x n

t t 1 t

Depth L T

/ LT ] 1

Number of neurons (n) =2 vy vz va oo

Input dimension — batch_size x T x #feature

»
-

time\
Number of time steps =T



Types (Structural) of RNN

one to one

Vanilla mode of
processing without RNN,
from fixed-sized input to
fixed-sized output (e.g.
image classification)

one to many

Sequence output (e.g.
image captioning takes
an image and outputs
a sentence of words).

many to one

Sequence input (e.g.
sentiment analysis where a
given sentence is classified
as expressing positive or
negative sentiment).

many to many

Synced sequence input
and output (e.g. video
classification where we
wish to label each frame
of the video).



Implementing LSTMs

Let’s implement a single layer LSTM of 3 time steps for time forecasting problem.

Data Predict

X, y X, y
10, 20, 30 40 70, 80, 90 ?7?
20, 30, 40 50
30, 40, 50 60

https://colab.research.google.com/drive/1KsZsohKMPReksZAkDtLFKOp5mdF5RfdK?usp=sharing

Time for a short break may be .......


https://colab.research.google.com/drive/1KsZsohKMPReksZAkDtLFK0p5mdF5RfdK?usp=sharing

Types (mechanism) of LSTMs

* Stacked LSTM — Stacking LSTMs layers
e Bi-directional LSTM — To model temporal information both forward and backward.
e CNN LSTM — To model temporal information on high level spatial features extracted from CNN

* ConvLSTM — The convolutional operation is embedded in each LSTM cell.



Stacked LSTM

Ut
| FC \ } Fully Connected Layer
Multiple hidden LSTM layers can be stacked ) Y ~ , 7
one on top of another in what is referred to — 1 BS™ ISTM  — o+ ——1 ISTM | | (STMLayers3
—— \ r . p——
as a Stacked LSTM model. [ _
SEEE— — )
LSTM LSTM LSTM }—— — LSTM - LSTM Layer-2
— u_,l_d  S—
EEE— — E— p—eee—
LSTM LSTM 1 LSTM }— ... ——| LSTM ~ LSTM Layer-1
 SE— SE— EEEEE— —
Ut—g Up_g U7 U :|~ Input Lateral Positions
— — —

Let’s try it!
https://colab.research.google.com/drive/1KsZsohKIMPReksZAkDtLFKOp5
mdF5RfdK?usp=sharing



https://colab.research.google.com/drive/1KsZsohKMPReksZAkDtLFK0p5mdF5RfdK?usp=sharing

Bi-directional LSTM

On some sequence prediction problems, it ougpurs
can be beneficial to allow the LSTM model

Activation

to learn the input sequence both forward Pl
and backwards and concatenate both
interpretations. Balfk“ﬂﬂh—

This is called a Bidirectional LSTM.

Forward
Layer

Implementation

We can implement a Bidirectional LSTM for
univariate time series forecasting by wrapping
the first hidden layer in a wrapper layer called
Bidirectional.

Let’s try it!
https://colab.research.google.com/drive/1KsZsohKMPReksZAkDtLFKOp5
mMdF5RfdK?usp=sharing



https://colab.research.google.com/drive/1KsZsohKMPReksZAkDtLFK0p5mdF5RfdK?usp=sharing

CNN LSTM

A CNN model can be used in a {silhouette image) Feature Extraction Sequence Learning
hybrid model with an LSTM backend '

where the CNN is used to interpret |
subsequences of input that together ! Sassiieaton
are provided as a sequence toan CNN LS Eully-Connected Video type
LSTM model to interpret. This hybrid . v T layer [ |(normaltabnomal
model is called a CNN-LSTM. . .
v

Data CNN E ;: LSTM

X y e 1 |
10, 20, 30, 40 50
20, 30, 40, 50 60
30, 40, 50, 60 70
40, 50, 60, 70 80
50, 60, 70, 80 90 .

_ Let’s try it!
Predict https://colab.research.google.com/drive/1TRuHalLJbkgqlLpbCn8E2J8KylqEdC
X, y TC64?usp=sharing

60, 70, 80, 90 ?7?


https://colab.research.google.com/drive/1TRuHaLJbkqqLpbCn8E2J8Ky1qEdCTC64?usp=sharing

ConvlLSTM

A type of LSTM related to the CNN-
LSTM is the ConvLSTM, where the
convolutional reading of input is
built directly into each LSTM unit.
The ConvLSTM was developed for
reading two-dimensional spatial-
temporal data.

Data

X, y
10, 20, 30, 40 50
20, 30, 40, 50 60

30, 40, 50, 60 70
40, 50, 60, 70 80
50, 60, 70, 80 90

Predict

X, y
60, 70, 80, 90 ?7?

X

Let’s try it!
https://colab.research.google.com/drive/1TRuHalLlbkqglLpbCn8E2J8Ky1gEdC
TC64?usp=sharing



https://colab.research.google.com/drive/1TRuHaLJbkqqLpbCn8E2J8Ky1qEdCTC64?usp=sharing

Disadvantages

* RNNs operate on spatial vectors fed to it. Hence, they do not capture
spatio-temporal information. (will be discussed in detail later)

* Not much efficient on small datasets (pre-training LSTMs is not a
good idea as they change the statistics learned by the gates).

* Works only when the data is highly informative in terms of temporal
variation. (For example- fails to recognize low motion actions in a
video)



Next Session ....

* Introduction to Action Recognition in videos
* 3D Convolutional Networks
* Action Detection

* Temporal Convolutional Networks (TCN)

e-mail: abid.ali@inria.fr




PerceptilLabs (Bonus Content!)

* Visual modeling tool for TensorFlow
* Classification
* Regression
* Object detection

GANs

e Reinforcement learning

https://www.perceptilabs.com/home



https://www.perceptilabs.com/home

StreamlLit (Bonus Content!

* Design user interface for your models and create data apps

Layer to visualize
——
0 58

Channet to visualze

——————

] 27
Octaves

[N

1 ES)

Htecations per octave
[y
1 30

Choose an image:

balloons.jpeg -

Octave: 6
Iteration: 9

Number of Fesnres

Foatre 0

Young

Fostre 1

Beown_Hair

Bz Har

G}\N Vlmage

Latent Variables

ooe

!,,,;.n”J_ﬁu‘ b o

anee

n

Frame

Search for which objects?

pedestrian

How many pedestrians (select a range)?

L} 25

Choose a frame (index)

[ 128

Index
Model
Confidence threshold
0.00 1.00
Overlap threshold
c—
» ‘self -driving-apo.py
e
»d
.

+ s, urllib, o2

# Wolcome o Streamlic

Ground Truth

Human-annotated data (frame 38 )

Real-time Computer Vision
YOLO v3 Model (overlap ©.3 ) (confidence 6.9 )
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Microsoft Lobe (Bonus Content!)

https://lobe.ai/examples

I
Machine a =
Learning
Made

Easy ( f


https://lobe.ai/examples

xercise!

* The link for the exercise:
https://drive.google.com/file/d/1c4
Z9IAXdkqaf1Ak7SHPtAWYwpgOhiVCQ
8/view?usp=sharing

Deep Learning Winter School for Computer
Vision 2020

Assignment 1

28 January 2020

Imstructions- Answer the following questions in a pdf file. For question 3,
include the code in the pdf file and the sharable link of Google Colab (with only
view option).

Name of the pdf file should be your Famiyname_Firstname pdf. Submit the
assignment before 2/Feb/2020, 23:50 PM at srijan.dasilinris.fr with subject -
DLWSC - 2020 Assignment 1.

1. What is the difference between statefll and stateless LETMT

2. Differentiate between a single LETM layer of 100 neurons and a stecked
2layered LETM each of 50 neuromns?

3. The problem we are going to look at in this post is the International
Airline Prssengers prediction problem. This 15 a problem where, given
a year and a month, the task is to predict the mmmber of international
airline passengers in units of 1,000, The data ranges from Jamary 1949
to Decomber 1960, or 12 years, with 144 observations. Download the data
from airline-passengers.cav. Split the data into {2)'3}"{ for training and
the rest for testing.

We can phrese the problem ss a regression problem. That is, given the
number of passengers (in units of thousands) this month, what is the
mumber of passengers next month? Implement the best possible Meoral
Metwork for this problem.

Use the below code snippet to load the dataset.

# load the datasat

dataframs = pandas.read csv(’airline-passengars.csv’, usecols=[1].
angina=python’)

dataset = datafrase.valuas

datasct = dataset.astype(’floatdZ')



https://drive.google.com/file/d/1c4z9lAXdkqf1Ak7SHPtAWYwpg0hiVCQ8/view?usp=sharing
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