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Train DCGAN for generating Manga Faces !



DC GAN : Deep Convolutional Generative Adversarial Network

The Generator network is able to take random noise and map it into images, 
such that the Discriminator network cannot tell which images came from the 
dataset and which images came from the generator. 

DATASET



Enable the GPU Install/Import libraries

Roadline.     A step-by-step instruction

Load and Prepare

dataset Adversarial LossDiscriminator OptimizerGenerator

1 - Setup the workspace

2 - DCGAN implementation in Pytorch

Train



Generator Overview





Discriminator Overview



Defining the Losses
Since this is a binary classification problem, the ultimate loss function would be 

Binary Cross Entropy.


- > However, we will see during the training that this loss is adjusted and applied to 
both the networks separately in order to optimize their objective.

Discriminator 


Wants itself to predict generated outputs as fake, 
and at the same time, it must predict any real 
image as real.


Hence, the discriminator trains on a combination of 
these two following losses : 


errD = errD_Real + errD_Fake

Generator 


Contrary to the discriminator, the generator is 
essentially trying ti generate images that the 
discriminator would approve as real images. 


Hence, all the generated images must be predicted 
as 1 and must be penalized for failing to do so.


Therefore,  we train the generator to predict 1, as 
the output at the discriminator. 



After training, I got the following results
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 « Any sufficiently advanced technology  
is indistinguishable from magic » 

Arthur C. Clarke

Thank you


